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Abstract

Spatial periodic forcing can entrain a pattern-forming system in the same

way as temporal periodic forcing can entrain an oscillator. The forcing can

lock the pattern’s wavenumber to a fraction of the forcing wavenumber within

tongue-like domains in the forcing parameter plane; it can increase the pat-

tern’s amplitude and also create patterns below their onset.

In this dissertation we study two pattern-forming systems subjected to

parametric periodic forcing in space. First we take the Swift-Hohenberg equa-

tion, a very simple system that produces static periodic solutions. We wish

to understand how pattern-forming systems in general respond to parametric

forcing, and for that purpose we derive amplitude equations for wavenumber-

locked states in one and two dimensions. We find that in one space dimension,

the forcing is always able to increase the stability region of patterned solutions

in the parameter space, even in regions below the threshold of pattern forma-

tion of the unforced system. In two-dimensional domains, we find that the

system can respond to one-dimensional forcing by creating two-dimensional

oblique and rectangular patterns. These patterns can dramatically reduce

the stability range of stripe patterns, even when the forcing wavenumber is

equal to the system’s natural wavenumber. Stable stripe patterns can also

be displaced by oblique and rectangular patterns, due to the lower energy

functional of the latter.

We also study the rehabilitation of damaged vegetation in water-limited

regions. Water-harvesting techniques are used to recover these ecological sys-

tems, such as the construction of periodic topography modulations on a hill

slope, that accumulate runo↵, and along which trees are planted. Because

vegetation in water limited regions can self-organize in periodic patterns, the

spatial modulations can be understood as spatial periodic forcing applied

to a pattern forming system. We develop a simple mathematical model for

vegetation in drylands, and introduce to it a parametric forcing that imitates

the role of the spatial modulation. We find two kinds of wavenumber-locked



solutions: stripe patterns in a 1 : 1 resonance with the forcing wavenumber,

and rectangular patterns in a 2 : 1 resonance. The rectangular pattern ex-

tends to lower precipitation values and is found to be more resilient than

the stripe pattern, because it easily adapts itself to climatic changes. The

stripe pattern, when taken out of its stability region, can cause a partial, or

even complete, collapse of the vegetation system. In addition to that, the

rectangular pattern can displace bare soil and stripe solutions, which is a sig-

nificant result regarding the reversal of desertification. The displacement of

bare soil by the rectangular pattern means that spatial periodic forcing ren-

ders desertification reversible, and even relatively small vegetation patches

can slowly expand and dominate the whole domain. This kind of reaction is

called gradual regime shift, in opposition to large and abrupt changes which

characterize catastrophic shifts.

Finally, we conclude this dissertation by reviewing the main results pre-

sented. The recasting of rehabilitation of vegetation systems as a problem of

spatial periodic forcing can yield important preventive measures against de-

sertification. One procedure can be the removal of vegetation from a resonant

1 : 1 stripe solution, so it can resemble the resilient rectangular configuration,

and thus avoid the collapse of vegetation when environmental changes take

place. We believe that the study of parametric forcing on simple pattern

forming systems and on more complex physical systems can be very fruit-

ful. Simpler systems lend themselves to deeper mathematical analysis, whose

results shed light on more complex systems. The study of more complex sys-

tems in turn can raise new general questions to be investigated with simpler

systems.

Keywords: pattern formation, self-organization, parametric forcing, veg-

etation patterns, ecosystem rehabilitation.
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Chapter 1

Introduction

“It is only slightly overstating the case to say that physics is

the study of symmetry.”

– Philip. W. Anderson

Pattern formation phenomena are found in a wide variety of physical,

chemical, and biological contexts. Examples include embryonic pattern for-

mation [1, 2], cardiac arrhythmias [3], bacterial colonies [4, 5], nano-particle

assemblies [6], two-phase mixtures [7], thermal convection [8], nonlinear op-

tics [9], chemical [10] and electrochemical reactions [11], and environmental

pattern formation [12, 13, 14]. In some contexts pattern formation is essential

for the functioning of the system. This is the case with embryonic pattern

formation or with vegetation patterning — a mechanism by which vegetation

copes with water stress. In other contexts pattern formation is an undesired

outcome. This is the case with spiral waves in the heart muscle [15], dewet-

ting of liquid films [16], or spatial patterning in the transverse directions of a

laser beam [17]. In order to eliminate, modify or induce patterns, means of

controlling and manipulating them are needed. These means may consist of

basic parameter tuning, or may involve external intervention, such as feed-

back control [18], or periodic forcing in time [19] and space [20, 21, 22, 23].

Temporal periodic forcing of an oscillatory system is a classical problem.

An early realization is Kapitza’s pendulum [24] — a rigid pendulum with

8



Chapter 1. Introduction

a pivot point that is forced to vibrate in the vertical direction. When the

vibration, or forcing frequency, is su�ciently high the unstable upper vertical

position of the pendulum can be controlled and stabilized. Another control

aspect of this and other examples of forced oscillations, including spatially

extended systems, is frequency locking. An oscillatory system subjected to

time-periodic (spatially uniform) forcing is capable of changing its oscillation

frequency, !, to lock at a fraction of the forcing frequency, !f , provided

this fraction is close enough to the natural frequency !0 of the unforced

system. The frequency locking, or entrainment, capability increases with

the forcing strength, at least for relatively weak forcing. As a consequence,

in the parameter plane spanned by the forcing strength and frequency, the

entrainment occurs in a tongue-like domain, often called an Arnold tongue.

Mathematically, if !f is close to (n/m)!0, where n,m 2 Z, there exists a

domain in the forcing parameter plane — the n :m resonance tongue, within

which the actual oscillation frequency can be controlled by varying the forcing

frequency according to ! = (m/n)!f .

Numerous examples of oscillatory systems entrained by periodic temporal

forcing exist. Entrainment of mammalian circadian rhythms by the day-night

periodicity is one class of examples [25]. Additional physiological examples

include entrainment of the heart rate [26], of the respiratory phase [27], and

of insulin and glucose oscillations [28]. Many more examples can be found in

areas as varied as chemistry [29, 30, 31, 32] and optics [33, 34].

There are two additional signatures of periodically forced oscillatory sys-

tems that relate to frequency locking. The first is multiplicity of stable os-

cillation states sharing the same frequency but di↵ering in oscillation phase.

Associated with this multi-stability are front structures and rich pattern-

formation phenomena, [35, 36, 37, 38, 32, 31], including traveling waves

that restrict the domain of resonant nonuniform oscillations [39]. The sec-

ond signature is the possible generation of a symmetry-breaking instability

by the periodic forcing. This instability can lead to 2 : 1 frequency-locked

standing-wave patterns even outside the 2 : 1 resonance tongue of uniform

oscillations. This is a reflection of the freedom of a spatially extended os-

cillatory system to resonate with a spatially uniform time-periodic forcing

9



Chapter 1. Introduction

by forming spatial patterns that change the oscillation frequency through

dispersion [40, 41, 42].

Spatial forcing of a pattern-forming system is analogous to temporal forc-

ing of an oscillating system; the system can respond to the forcing by locking

its wavenumber k to the forcing wavenumber kf . That is, for any kf close

enough to (n/m)k0, where n,m 2 Z and k0 is the system’s natural wavenum-

ber, the system can respond with a wavenumber k = (m/n)kf . In the forcing

parameter plane (forcing strength versus forcing frequency) wavenumber-

locked or resonant patterns occupy tongue-like domains - the spatial analogs

of Arnold tongues. Within such tongues the wavenumbers of resonant pat-

terns are controllable by tuning the forcing wavenumber. Spatially forced

pattern-forming systems have been studied in various contexts including ne-

matic liquid crystals [20, 43], light-sensitive chemical reactions [22], Rayleigh-

Bénard convection [21, 44], liquid crystal light valve optical systems [45], and

bottom formation in slightly meandering channels [46].

The analogy to temporally forced oscillations extends also to the two

additional signatures of periodic forcing, multi-stability of phase states and

fronts [47], and a symmetry-breaking instability induced by a one-dimensional

(1d) spatially periodic forcing. In this case, the instability breaks the remain-

ing symmetry in the direction orthogonal to the spatial forcing, and leads to

resonant two-dimensional (2d) rectangular or oblique patterns [48, 49, 44].

The patterns are wavenumber-locked to the forcing in a 2:1 resonance and ex-

tend far beyond the boundaries of the 2 : 1 resonant tongue of stripe patterns

to a range that includes the 1 : 1 resonance (kf ⇡ k0). The wide resonance

range of the 2d patterns is a consequence of the development of a wave-vector

component in the direction orthogonal to the forcing that compensates for

the unfavorable wavenumber kf/2 in the forcing direction.

The basic 1 : 1 resonance of stripe patterns is generally the first choice

for inducing, stabilizing, or controlling stripe patterns. This is the case, in

restoring degraded vegetation in water-limited landscapes by periodic arrays

of micro-catchments that concentrate surface runo↵ and form favorable con-

ditions for vegetation growth in a fluctuating environment [50]. However, the

influence of 2d patterns on 1 : 1 stripe patterns has not yet been studied. In

10



Chapter 1. Introduction

this thesis we use a simple pattern-formation model – the Swift-Hohenberg

model – to study the interaction between 1 : 1 resonant stripes and 2 : 1

resonant rectangular and oblique patterns, and the extent to which the 2d

patterns interfere with the control of the resonant stripe patterns.

We then study the problem of recovery of vegetation in degraded drylands.

Climatic variations and human activity can cause reduction or loss of biolog-

ical productivity, process which is called desertification. Quite often, when

environmental conditions of a damaged vegetation system return to their pre-

vious state, the vegetation is unable to recover spontaneously, because of the

multiple stability of unproductive and productive states. Water-harvesting

techniques can be used to reverse desertification, and make the degraded area

productive again. A major restoration practice is the construction of periodic

arrays of parallel dikes that intercept and accumulate runo↵, and thereby lo-

cally increase the soil-water content. We develop a simple vegetation model

for water-limited systems, and introduce to it spatial periodic forcing that

imitates the role of the parallel dikes. Since vegetation in drylands has the

tendency of self-organizing in patches with a characteristic wavelength, often

in the form of parallel stripes perpendicular to the slope direction, the plant-

ing of vegetation along these dikes can be successful as long as the model

admits 1 : 1 wavenumber locked solutions.

The structure of the dissertation is as follows: Chapter 2 summarizes

some of the mathematical tools of pattern formation theory, using the Swift-

Hohenberg model as an example. We discuss known results of 2d resonant so-

lutions of the parametrically forced Swift-Hohenberg equation [48, 49], which

will be useful in later chapters. We also review a vegetation model [51] and

some of its results. In Chapter 3 we work with the one-dimensional paramet-

rically forced Swift-Hohenberg equation, and we derive amplitude equations

for its n : 1 resonant solutions. Chapter 4 deals with the interaction of 1 : 1

stripe solutions with the 2d resonant patterns presented in the Background.

With the help of amplitude equations for these two solutions, we study the

e↵ects of the 2d patterns on the stability of the 1 : 1 stripes. We also use the

energy functional to find ranges in the parameter space where stripe and 2d

patterns compete and can displace one another. Chapter 5 presents a sim-

11



Chapter 1. Introduction

plified version of the vegetation model presented in the Background, and we

add to it spatial parametric forcing. We discuss in which situations di↵erent

kinds of resonant solutions are more suitable, and we propose measures that

aim to maximize the success of the rehabilitation in changing environmental

conditions. Finally, in Chapter 6 we summarize the main findings of this

thesis, discuss their validity in the context of the models’ limitations, and

suggest future research directions.

12



Chapter 2

Background

“Essentially, all models are wrong, but some are useful.”

– George E. P. Box

2.1 The Swift-Hohenberg equation

The Swift-Hohenberg (SH) equation was introduced in 1977 as an approx-

imation of the behavior of the Rayleigh–Bénard convection near the onset

of convective motion [52]. The physical system consists of a fluid bounded

by infinite horizontal plates separated by a distance `, with a fixed temper-

ature di↵erence �T between them. The partial di↵erential equation below

describes the evolution of the dimensionless scalar quantity u, which is a

function of the fluid velocity in the vertical direction and the deviation of

the temperature from the gradient �T/`:

@tu = ✏u� u3 � �r2 + k2
0

�2
u (2.1)

Since its debut, the SH equation has become a canonical model of many

kinds of systems that produce stationary periodic patterns, not necessarily

related to the convection problem, such as lasers [53], oscillons in granu-

lar media [54] and ecosystem modelling [55]. Its simplicity makes it easily

modifiable in order to study the basic properties of di↵erent pattern-forming

13



Chapter 2. Background

systems.

2.1.1 Linear stability analysis

It is easy to see that u0 = 0 is a stationary solution of the equation above,

and we call it the zero solution. In order to study its stability to nonuniform

perturbations, we substitute

u = u0 + � e�t+ikx + �? e�t�ikx (2.2)

into Equation (2.1) and keep only linear terms in � and �?. Grouping terms

by their exponents, we obtain the dispersion relation

�(k) = ✏� �k2
0 � k2

�2
, (2.3)

which describes how the growth rate � of the perturbation depends on its

wavenumber k. Figure 2.1 shows three curves of the dispersion relation, for

values of ✏ smaller, equal and larger than zero. For ✏ < 0 the growth rate

is negative for all values of k, meaning that the perturbation will decay in

time, and therefore u0 is stable. For ✏ = 0 we find a critical value k0 of

the perturbation wavenumber, for which � = 0. As ✏ becomes positive, a

perturbation with wavenumber k0 will be the first to grow, and destabilize

the zero solution. For ✏ > 0, there is a whole band of modes for which

�(k) > 0 that will grow. This is the basic mechanism of a finite wavenumber

instability.

When we take Equation (2.3) to be zero, we have the neutral stability

curve

✏(k) = (k0 � k2)2, (2.4)

which divides the parameter space (✏, k) in two regions, where u0 is stable

and unstable. Figure 2.2 shows in gray shade the region where the zero

solution is unstable, and in the region in white this solution is stable. We

can see that as ✏ increases beyond zero, the band of modes with wavenumber

k becomes wider. Because of random fluctuations, even if we perturb u0 with

14



Chapter 2. Background

Figure 2.1: Dispersion relation of the zero solution of the SH equation.

a wavenumber k outside the instability region, eventually a wavenumber from

within the range will develop and make the zero solution unstable. Therefore,

we see again in Figure 2.2 that only for ✏ < 0 all perturbations decay. From

now on we will refer to ✏c = 0 as the critical value, the bifurcation point, or

threshold value.

Figure 2.2: The neutral stability curve. The white (gray) area denotes a sta-
ble (unstable) zero solution. The band in blue shows the range of wavenumber
values that make u0 unstable, for ✏ = 0.1.
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Chapter 2. Background

2.1.2 Periodic solutions

For 0 < ✏ ⌧ 1 we expect only perturbations with wavenumber k in the range

k0 �
p
✏

2k0
< k < k0 +

p
✏

2k0
(2.5)

to grow from a zero solution, resulting in a ‘cosine-like’ pattern. Indeed,

when we simulate Equation (2.1) in one spatial dimension we get a typical

pattern as shown in Figure 2.3, with a typical wavelength of �0 = 2⇡/k0.

Figure 2.3: Steady state of a 1d simulation of Equation (2.1) with random
initial conditions. Parameters: ✏ = 0.1, k0 = 1.

In two space dimensions a stripe pattern develops above the instabil-

ity threshold. Figure 2.4 shows a simulation with random initial conditions.

Because of space isotropy, the system initially contains domains of stripe pat-

terns in di↵erent directions. Eventually defects in the pattern are resolved,

and the whole system ends up as one single pattern of parallel stripes.

A detailed stability analysis of the periodic solutions that emerge for

positive values of ✏ shows that secondary instabilities can occur [56]. Lon-

gitudinal and transverse instabilities, called Eckhaus and zigzag instabilities

respectively, restrict the parameter space for which stripe solutions are sta-

ble, as shown in Figure 2.5. The periodic solutions exist above the blue curve

✏ = (2k0)2(k � k0)2, but are only stable to longitudinal perturbations above

the green curve ✏ = 3(2k0)2(k � k0)2. All values of k < k0 are unstable
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Figure 2.4: A 2d simulation of Equation (2.1) with random initial conditions.
Parameters: ✏ = 0.1, k0 = 1.

to transverse perturbations, making the shaded area the only region in the

parameter space where stripe solutions are stable to both instabilities.

Figure 2.5: Parameter space ✏ versus k. The shaded area denotes the re-
gion where stripe solutions of Equation (2.1) are stable to both longitudinal
(Eckhaus) and transverse (zigzag) instabilities.

The evolution of the system can be understood in ‘free energy’ terms. The

Swift-Hohenberg equation is a variational system, because Equation (2.1) can

be rewritten as

@tu = ��F

�u
, (2.6)

where F is called Lyapunov functional, and � denotes the variational deriva-

tive. It is easy to show that @tF < 0, and therefore the evolution of the

system is such that the value of F decreases monotonically. From this prop-

erty of F , we also call it free energy, in analogy with the behavior of the

free energy in thermodynamic systems. For the SH equation, the Lyapunov
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functional reads

F =

Z
dr

✓
�1

2
✏u2 +

1

4
u4 +

1

2

�r2u+ k2
0u
�2
◆
. (2.7)

2.1.3 The parametrically forced SH equation

In order to study the e↵ects of spatial periodic forcing on pattern forming

systems, we can take the model presented above, and add a forcing term

to it. This can be done in several ways, and we choose in this thesis to

deal only with parametric forcing of the linear term. As we will discuss in

detail in Chapter 5, water-harvesting techniques modulate the growth rate

of vegetation, which makes them a form of parametric forcing. We would

like the forced SH equation to show the qualitative features of periodically

forced pattern-forming systems, like the vegetation system, and this is the

reason for the specific choice of forcing.

We modify Equation (2.1) by modulating the control parameter ✏ peri-

odically in space, in the x direction only. The parametrically forced Swift-

Hohenberg equation reads

@tu = [✏+ � cos(kfx)] u� u3 � �r2 + k2
0

�2
u, (2.8)

where � is the forcing strength and kf is the forcing wavenumber.

Simulating the equation above in 2d, starting from random initial con-

ditions, one can find two new kinds of patterns in the range 0 < kf < 2k0.

For � > ✏ we find rectangular patterns, and for � < ✏ oblique patterns. By

looking at the absolute value of their Fourier transforms in Figure 2.6, we

find that the periodicity of both patterns in the x direction is controlled

by the wavenumber kx of size kf/2. In addition to that, the wavenumber

in the perpendicular direction, ky, is such that the overall wavevector is of

length k0. This means that both patterns are wavenumber-locked solutions,

because as the forcing wavenumber kf is changed, kx changes accordingly,

always keeping the exact relation kx = kf/2.

The wavenumber-locked solutions above are in a 2 : 1 resonance with the
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Figure 2.6: Two dimensional solutions of Equation (2.8). On the top left a
rectangular pattern (� = 0.2), and below it an oblique pattern (� = 0.05).
The panels on the right show the patterns’ respective Fourier transform ab-
solute value, where the circle in blue has radius k0. The short box on the
lower left indicates the periodic forcing in x. Parameters: ✏ = 0.1, kf = 1.1,
k0 = 1.0.

forcing (a n :m resonance means that nkx = mkf ). In order to understand

these resonant solutions better, we will make use of the multiple time-scales

analysis, as explained below. We will follow the analysis developed by Manor

et al. [48, 49]. But before the actual analysis, a few words on the technique

used.

2.1.4 Multiple scales analysis

The multiple scales analysis is a perturbative method that helps us describe

the evolution of a given mode that develops near an instability point. Let’s

say we have a general dynamical system

@tu = f (u, @x,�) , (2.9)

19



Chapter 2. Background

where u is a vector of n dependent variables, f is a function of the compo-

nents of the variables vector u, their spatial derivatives, and of the control

parameter �. Near the instability point �c, the variables can be expanded as

the power series

u = ✏pu1 + ✏2pu2 + ✏3pu3 + · · · , (2.10)

where ✏ = (�� �c)/�c ⌧ 1 denotes the distance to the instability point, and

the power p can be determined by balancing the di↵erent terms in f . For

instance, taking Equation (2.8) as an example, ✏c = 0 is the critical value,

therefore ✏ itself can be used in the power series. By requiring that the terms

✏u and u3 balance each other, we find that u ⇠ ✏1/2, so we have that p = 1/2.

The multiple time-scales analysis assumes that near the instability point

the dynamics depend on several weak time and space scales. They are defined

as Ti = ✏qt and Xi = ✏rx, and again the powers q and r are determined by

balancing terms in f . In the case of Equation (2.8), balancing terms @tu and

✏u yields @t ⇠ ✏, therefore q = 1. Balancing terms ✏u and �2k2
0r2u yields

r2 ⇠ ✏, therefore r = 1/2.

The partial derivatives in (2.9) can also be expanded according to the

chain rule:

@

@t
=

1X

i=0

@

@Ti

@Ti

@t
= @t + ✏q@T1 + ✏2q@T2 + · · ·

@

@x
=

1X

i=0

@

@Xi

@Xi

@x
= @x + ✏r@X1 + ✏2r@X2 + · · ·

(2.11)

The perturbation method consists in substituting Equations (2.10) and

(2.11) into Equation (2.9) and grouping terms by their order of ✏. Order i

looks like

Lui = RHSi, (2.12)

where the operator L is an n⇥n matrix, and RHSi denotes all the terms on

the right-hand side, and it is a function of all uj for j < i. For each order, ui

must be solved. Furthermore, to avoid secular terms that make ui diverge,

we have to apply the Fredholm alternative, as explained below:
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• We define an inner product (f, g). For instance, if we are making the

analysis near a finite wavenumber instability with critical wavenumber

k0, a reasonable choice is

(f, g) =
1

`

Z `

0

f ?(x)g(x)dx, ` =
2⇡

k0
(2.13)

• We find the adjoint operator L†, where

(Lf, g) = (f,L†g) (2.14)

• We find the kernel h of L†: L†h = 0.

• Finally, we require that (RHSi,h) = 0, i.e. the right-hand side must

be orthogonal to the nullspace h. This requirement yields constraints,

which are called solvability conditions, and they guarantee that ui is

free of secular terms.

In the first order i = 1 to be solved, we have to assume the lowest-order

approximation u1. The linear stability analysis of Equation (2.9) gives us

hints of what kinds of basic states to choose. For example, we have seen

in Subsections 2.1.1 and 2.1.2 that the unforced Swift-Hohenberg equation

forms stripe-like patterns when ✏ > 0. If we want to study these stripe solu-

tions, we can choose as a first-order approximation u1 = A(Xi, Ti) exp(ik0x)+

c.c., where c.c. denotes complex conjugate. The choice must be of modes that

describe the solution we want to study (e.g. stripe solutions), weakly modu-

lated by amplitude functions.

We iteratively solve for each ui, and the solvability condition for each or-

der gives dynamic equations for the modulating amplitudes. When su�cient

terms ui have been found (according to one’s discretion), all equations of the

amplitudes can be joined in one single set of Amplitude Equations.

21



Chapter 2. Background

2.1.5 Resonant 2d patterns

We will now derive amplitude equations for the rectangular and oblique

modes shown in Figure 2.6. We assume that |✏| ⌧ 1, and we expand u

as a power series:

u = |✏|1/2u1 + |✏|2/2u2 + |✏|3/2u3 + . . . . (2.15)

We take u1, the lowest order approximation, to be

u1 = a(X, Y, T ) ei(kxx+k
y

y) + b(X, Y, T ) ei(kxx�k
y

y) + c.c., (2.16)

where a and b are complex amplitudes that are functions of ‘slow’ space

and time variables X, Y , and T . The choice of u1 is based on the Fourier

transform of the rectangular and oblique patterns. In Figure 2.7 we see a

typical Fourier transform of a rectangular pattern. All four vectors ±~k1 and

±~k2 were represented in Equation (2.16).

The independent variables scale as X = |✏|1/2x, Y = |✏|1/2y and T = |✏|t,
so the time and space derivatives will now read

@x ! @x + |✏|1/2@X , @y ! @y + |✏|1/2@Y , @t ! |✏| @T . (2.17)

Note that because u1 does not depend on the fast time scale t, the time

derivative will be substituted by derivatives regarding slower time scales only.

We substitute Equations (2.15) and (2.17) into Equation (2.8), and take

the forcing strength to be � = |✏|�. We group terms of the same order of ✏

and solve each equation separately.

Order |✏|1/2

We have that

Lu1 = 0, (2.18)

where L =
�
@2
x + @2

y + k2
0

�2
. Equation (2.16) satisfies Equation (2.18), with

the condition that k2
x + k2

y = k2
0. This means that both modes of the lowest
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Figure 2.7: Fourier transform of the rectangular pattern shown in Figure 2.6.
The two vectors in red have coordinates ~k1 = (kx, ky) and ~k2 = (kx,�ky).
The circle in blue has radius k0.

order approximation have wavevectors of length k0.

Order |✏|2/2

Lu2 = 0. (2.19)

This order looks exactly as the previous order, and no new information will

be gained here. We therefore assume u2 = 0.

Order |✏|3/2

Lu3 = �@Tu1 + u1 � u3
1 � 4 (@x@X + @y@Y )

2 u1 + �u1 cos (kfx) . (2.20)

When substituting u1 into the equation above, we have to identify the reso-

nant terms, i.e., those terms that have exponents of the kind exp (±ikxx± ikyy).

In order to avoid secular terms in u3, we have to apply the solvability con-

dition, which means setting the coe�cients of these exponents to zero. This

yields dynamical equations for the amplitudes a and b, and thus we call

the result amplitude equations. We would like the lowest order terms to be

wavenumber locked in a 2 : 1 resonance with the forcing wavenumber, so we
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substitute kf = 2kx in (2.20). The solvability condition gives

@Ta =a� 3
�|a|2 + 2|b|2�2 a+ 4 (kx@X + ky@Y )

2 a+
�

2
b?

@T b =b� 3
�
2|a|2 + |b|2�2 b+ 4 (kx@X � ky@Y )

2 b+
�

2
a?.

(2.21)

Amplitude Equations

Going back to the ‘fast’ variables x, y and t, and rescaling � = |✏|�1�,

a = |✏|�1/2ã and b = |✏|�1/2b̃, we get, after taking out the superscript tilde:

@ta =✏a� 3
�|a|2 + 2|b|2�2 a+ 4 (kx@x + ky@y)

2 a+
�

2
b?

@tb =✏b� 3
�
2|a|2 + |b|2�2 b+ 4 (kx@x � ky@y)

2 b+
�

2
a?.

(2.22)

Because of the rescaling of a and b above, u is now seen as

u = a ei(kxx+k
y

y) + b ei(kxx�k
y

y) + c.c.+ h.o.t., (2.23)

where h.o.t are higher order terms.

Uniform and Stationary Solutions

The amplitude equations (2.22) admit two uniform and stationary stable

solutions. The rectangular solution reads

a0 = ⇢0e
i↵, b0 = ⇢0e

�i↵, ⇢0 =

r
✏+ �

2

3
, (2.24)

where ↵ is an arbitrary phase. The oblique solution reads

a± = ⇢±e
i↵, b⌥ = ⇢⌥e

�i↵, ⇢± =

s
✏±p✏2 � �2

6
. (2.25)

The rectangular and oblique solutions look like the patterns shown in Figure

2.6, and they are stable for a very wide range of kf .
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2.2 Vegetation

Many kinds of vegetation patterns, such as stripes, spots, labyrinth, gaps

and others, have been observed in arid and semi-arid regions around the

world [57, 58, 59, 60, 61, 62]. Water is the most constraining resource for

those systems, and the patterns formed can be the result of several positive

feedbacks between the biomass and water. The feedbacks are responsible for

redistributing water in the system, which breaks spatial symmetry and can

lead to the formation of patterns.

In the last 15 years many models of biomass-water interactions have been

proposed to explain the abundance of vegetation patterns seen in nature [63,

64, 65, 66, 67, 68, 69, 70]. In this thesis we will work with a simplified version

of the model introduced by Gilad et al., which we present below.

2.2.1 The BWH model

The model describes the evolution of three dynamical variables: B(X, T ) is

the above-ground biomass of the vegetation; W (X, T ) is the soil-water avail-

able to the plants; and H(X, T ) is the surface water. All dynamic variables

are densities measured in kg/m2. The equations read

@TB = GBB (1� B/K)�MB +DBr̂2B (2.26a)

@TW = IH � LW �GWW +DW r̂2W (2.26b)

@TH = P � IH + 2DHr̂ ·
h
H
⇣
r̂H + r̂Z

⌘i
, (2.26c)

where the time and space scales of the derivatives @T and r̂ are years and

meters, respectively. In equation (2.26a), GB is a biomass growth function,

K is the maximum standing biomass, M is the mortality rate, and DB is

the seed dispersal rate. In equation (2.26b), I is the infiltration function, L

is the evaporation function, GW represents the soil-water consumption rate,

and DW is the soil-water di↵usion rate. In equation (2.26c), P is the mean

annual precipitation rate, and the last term describes the flow of the surface

water on a topography function Z, and it originates from shallow water
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theory. Let us examine in more detail some of the components in Equations

(2.26) and the roles they play in the di↵erent feedbacks.

Root-augmentation feedback

Both GB and GW are integrals defined as

GB(X, T ) = ⇤

Z

⌦

G(X,X0, T )W (X0, T )dX0 (2.27a)

GW (X, T ) = �

Z

⌦

G(X0,X, T )B(X0, T )dX0 (2.27b)

G(X,X0, T ) =
1

2⇡S2
0

exp


� |X�X0|2
2S2

0 (1 + EB(X, T ))2

�
. (2.27c)

GB represents the soil-water that the plant’s root system is able to draw

from the ground. The kernel G is a function of S0, the minimal root system

size, of the root augmentation per unit biomass E, and of biomass B. The

integration is performed on the whole domain, but the Gaussian center is at

the plant’s position.

GW represents the soil-water consumption, and it also uses the same

kernel G, albeit with reversed prime tagging. This makes a great di↵erence:

the water consumption in a given point is a↵ected by the root system of all

plants in that point’s vicinity.

The root-augmentation feedback mechanism is the following: a plant with

access to soil water has increased growth rate, and that makes the root

system grow according to EB in the kernel function. A greater root system

means that more soil water becomes available to the plant, which enhances

its growth even further.

Shading feedback

The evaporation function L is given by

L(X, T ) =
N⇣

1 + RB(X,T )
K

⌘ , (2.28)
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where N is the evaporation rate in bare soil, and R represents the reduction

in evaporation of soil-water due to the plant’s presence. More biomass means

a greater shading e↵ect on evaporation, which makes more water available

to the plant, which in turn allows it to grow even further.

Infiltration feedback

The infiltration function I reads

I(X, T ) = A
B(X, T ) +Qf

B(X, T ) +Q
. (2.29)

When the biomass is zero, we have the infiltration rate of bare soil: I = Af .

For large biomass values (B � Q), we have the infiltration rate of a fully

vegetated state: I = A. The parameter f is bounded between 0 and 1, and

it regulates the contrast in infiltration: when f is large there is little contrast

in infiltration between the bare soil and the fully vegetated state, and vice-

versa. The parameter Q represents a reference biomass beyond which the

plant approaches its full capacity to increase the infiltration rate. Figure 2.8

depicts the infiltration function dependence on the biomass.

Figure 2.8: The infiltration as a function of the biomass.

A biological soil crust is responsible for this contrast in infiltration. The

bare soil surface is often made of a matrix of soil crust, covered with a micro-

phytic community of cyanobacteria, bacteria, and other microorganisms [71].
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The cyanobacteria and bacteria excrete polysaccharides that glue together

soil particles and make the crust flat and solid, and as a result the water

infiltration rate is greatly diminished. The biological crust, though, cannot

develop under patches of vegetation because the vegetation and the litter

it produces block sunlight, and thus the infiltration rate in these patches

is greater that it is in bare soil covered by biological crust. This contrast

in the infiltration rate of runo↵ produces a positive feedback, where a small

patch will act as a sink, attracting more water and resulting in an even larger

vegetation patch.

2.2.2 Dimensions and parameter values

All three dynamical variables B, W and H are densities, measured in kg/m2.

We can use the density of water ⇢h = 103kg/m3 to define a new surface water

variable H:

H


kg

m2

�
= ⇢h


kg

m3

�
⇥ h[m] =

⇢
⇢
⇢

⇢⇢
⇢h


kg

m3

�
⇥���10�3 H[mm] = H[mm], (2.30)

where the square brackets indicate the dimensions of the variable, and h

is the height of the surface water in meters. The above result means that

whatever quantity related to water measured in [kgm�2] can also be measured

in millimeters, without any conversion parameter. This goes for P , which

can also be understood as the precipitation rate in mm [yr�1]. The quantity

Z is actually Z = ⇢h⇣, where ⇣ is the topography function in meters.

2.2.3 A brief review of earlier model studies

The model presented above is capable of reproducing qualitatively many

features of vegetation systems in drylands. Figure 2.9 shows two bifurcation

diagrams, of the biomass as a function of precipitation, for di↵erent solutions

of Equations (2.26). The bifurcation graph on the top shows only the uniform

bare soil solution B and uniform-cover solution E . The bare soil solution is

stable for P < Pc, and above Pc it becomes unstable and a uniform cover
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branch appears in a subcritical bifurcation. The uniform cover solution itself

undergoes a finite wavenumber instability at P = P2. For P1 < P < P2 the

uniform cover solution is unstable to nonuniform perturbations, and becomes

stable for P > P2. The graph on the bottom shows the same two uniform

solutions (but now the uniform cover is called V), with the addition of a spot-

pattern branch S. This branch is stable down to P = P0. The bifurcation

graph shows that when precipitation is decreased below P0, the spot-pattern

collapses to the bare soil solution. Even when precipitation returns to higher

values, the system continues on the stable bare soil solution. The BWHmodel

presented above can successfully reproduce a desertification scenario because

it contains a bistability range of a productive state and an unproductive state

(the range is P0 < P < Pc for the graph on the bottom).

Figure 2.9: Bifurcation graph of uniform solutions of Equations (2.26). The
graph on the top shows two branches of uniform solutions, the bare soil
solution B and the uniform cover solution E . The graph on the bottom shows
an additional branch S, that corresponds to a spot-pattern solution. Full
lines denote stability, while broken lines indicate instability. The graph on
the top was taken from [51], and the one on the bottom was taken from [72].
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What kinds of patterned solutions does the BWH model yield? At the

bifurcation point P = P2 in the top graph of Figure 2.9, a new solution branch

appears, representing a patterned state (the branch is not shown). Near

the bifurcation point, the patterned state has a characteristic wavelength.

Depending on the parameters and the initial conditions, the system admits

three basic kinds of patterned solutions, in addition to the uniform bare soil

and the uniform cover solutions: vegetation spots, stripes and gaps. Figure

2.10 shows a sequence of five solutions to the system, as the precipitation

rate is increased, from left to right (panels ‘a’ through ‘e’). Each of the five

states has its stability range, and neighboring solutions often overlap their

stability regions, making possible mixed solutions (panels ‘f’ through ‘i’).

The multiple stability of solutions e↵ectively makes the number of possible

configurations infinite.

Figure 2.10: Panels ‘a’ through ‘e’ show five kinds of solutions of (2.26)
for increasing precipitation rate values, from left to right: bare soil, spots,
stripes, gaps, and uniform cover. Panels ‘f’ through ‘i’ show combinations of
neighboring bistable solutions. Figure adapted from [73].

In flat and horizontal terrain, the stripe pattern does not have any pre-

ferred direction along which it can orient itself, and the pattern looks like

a labyrinth. In flat and inclined terrain, a hill slope, space isotropy is bro-

ken, and there is a clear preferred direction. The vegetation self-organizes

in parallel stripes perpendicular to the gradient of the slope. An intuitive

explanation for this specific orientation is to imagine that if the stripes were

along the slope’s gradient, the runo↵ would just pass between them, and the

vegetation would not profit from this configuration. By aligning themselves
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perpendicular to the gradient, the vegetation stripes are able to make the

most of the runo↵. In fact, one should expect the upper part of a stripe to

benefit more from runo↵ than the part of the stripe that is slightly downhill.

This is exactly the case: the vegetation at the top is able to expand uphill,

and the vegetation on the bottom dies from lack of water. Thus, the parallel

stripes on a hill slope were found to travel uphill [51].
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Resonant stripe patterns

“Physics is mathematical not because we know so much about

the physical world, but because we know so little; it is only its

mathematical properties that we can discover.”

– Bertrand Russell

We wish to find resonant stripe pattern solutions for the 1d parametrically

forced Swift-Hohenberg equation

@tu = [✏+ � cos(kfx)] u� u3 � �@2
x + k2

0

�2
u. (3.1)

We assume that the forcing wavenumber, kf , is close to a multiple of k0, that

is

kf ⇡ nk0 , n 2 Z , (3.2)

and let ⌫ be the deviation or detuning from exact resonance:

⌫ = k0 � kf/n . (3.3)

The solution family of the unforced system that spans the wavenumber range

(2.5) can increase the freedom of the system to resonate with the forcing.

This is because for any forcing wavenumber kf , such that kf/n is within the

range (2.5), there exists a solution of the unforced system with that partic-

ular wavenumber. The forcing can further increase the resonance range by
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creating stripe solutions with wavenumbers outside the range (2.5). Reso-

nant solutions are said to be wavenumber locked because they react to the

forcing with a wavenumber k which is exactly equal to kf/n, for an n : 1

resonance. In order to study these solutions, we will now derive amplitude

equations using the multiple scales analysis. A final remark: in principle, we

could consider any rational number n = p/q, and not only integers. As it will

be shown in the perturbation analysis below, the only two values of n that

yield distinctive resonant terms up to order |✏|3/2 are n = 1 and n = 2 (the

amplitude equation for all other values of n is exactly the same). Because the

1 :1 and 2:1 resonances are most interesting for our purposes (see Chapters 4

and 5), we can think of n as being integer.

3.1 Multiple scales analysis

3.1.1 Scaling

Consider the case of weak forcing (� ⌧ 1) near the instability of the zero

solution (|✏| ⌧ 1). The stripe solutions that appear beyond the instability

point have small amplitudes that vary slowly in time and space. We thus

expand solutions of Equation (3.1) as

u =
1X

i=1

|✏|i/2ui(x0, x1, t1) , (3.4)

where xi = |✏|i/2x (i = 0, 1) and t1 = |✏| t are the slow space and time

variables. We further expand the forcing strength as

� =
1X

i=1

|✏|i/2�i, �i ⇠ O(1) , (3.5)

and assume the scaling ⌫ ⇠ |✏|1/2 for the small detuning. With these choices

of the slow space and time variables the derivatives in (3.1) transform ac-

cording to:

@x = @x0 + |✏|1/2@x1 , @t = |✏|@t1 . (3.6)

33



Chapter 3. Resonant stripe patterns

3.1.2 Order |✏|1/2
Substituting Equations (3.4)–(3.6) into Equation (3.1) we find at order |✏|1/2

L2u1 = 0, (3.7)

where L =
�
@2
x0

+ k2
0

�
. The solution of this equation can be written as

u1 = a(x1, t1) e
ik0x0 + c.c. , (3.8)

where the amplitude a depends on the slow variables x1 and t1.

3.1.3 Order |✏|
At order |✏| we find

L2u2 =
�1
2

�
eikfx0 + e�ik

f

x0
�
u1

=
�1
2

�
a ei(kf+k0)x0 + a? ei(kf�k0)x0

�
+ c.c. .

(3.9)

Solvability of (3.9) requires the elimination of secular terms from the right

hand side of the equation. The secular terms are those in which the fast

spatial dependence is described by the harmonic factor e±ik0x0 . For all res-

onances n 6= 2 the right hand side does not contain secular terms and no

solvability condition has to be imposed. For n = 2, however, there are sec-

ular terms, e±i(k
f

�k0)x0 , since kf u 2k0. To eliminate the secular terms we

must set �1 = 0 for the 2 :1 resonance. We accomplish this condition by mul-

tiplying �1 by 1��n,2, where �i,j is the Kronecker delta. The general solution

of (3.9) is a superposition of a particular solution and a general solution of

the homogeneous problem:

u2 =(1� �n,2)
�1
2

h
d+ a ei(kf+k0)x0 + d� a? ei(kf�k0)x0

i

+ c(x1, x2, t1, t2, . . . ) e
ik0x0 + c.c.,

(3.10)
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where

d± =
1

k2
f (kf ± 2k0)2

. (3.11)

3.1.4 Order |✏|3/2
Finally, at order |✏|3/2 we find

L2u3 =u1 � u3
1 � @t1u1 �M2u1 � 2MLu2

+
1

2

�
eikfx0 + e�ik

f

x0
�
(�2u1 + �1u2) ,

(3.12)

where M = 2@x0@x1 . In order to identify the secular terms we insert the

solutions Equations (3.8) and (3.10) for u1 and u2 into the right hand side

of Equation (3.12) and note that since the detuning is of order |✏|1/2 we can

write kfx0 = n(k0x0 � ⌫1x1), where ⌫1 = |✏|�1/2⌫ ⇠ O(1). Summing up all

contributions to the secular terms and setting their coe�cients to zero gives

at1 = a� 3|a|2a+ (2k0)
2@2

x1
a+ �n,2

�2
2
a?

+ (1� �n,2)
⇣�1
2

⌘2 ⇥
⌘1a+ �n,1d� e�2i⌫1x1a?

⇤
,

(3.13)

where ⌘1 = d+ + d�.

3.1.5 Amplitude equation

Introducing the amplitude variable A = |✏|1/2ei⌫1x1a, and going back to the

fast time and space variables, we obtain the amplitude equation

At = ✏A� 3|A|2A� (2k0)
2 (i@x + ⌫)2 A+ �n,2

|✏|�2
2

A?

+ (1� �n,2)

✓ |✏|1/2�1
2

◆2

[⌘1A+ �n,1d� A?] .

(3.14)
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3.2 Uniform and stationary solutions

In terms of the amplitude A the leading order form of the solution is

u ' Aei
k
f

n
x . (3.15)

Constant solutions of the amplitude equation (3.14) represent n : 1 wavenumber-

locked, or resonant, stationary stripe patterns. To find these solutions we

consider the cases n 6= 2 and n = 2 separately.

Case n 6= 2

For n 6= 2 Equation (3.14) becomes

At = ✏A� 3|A|2A� [2k0(i@x + ⌫)]2 A

+
⇣�
2

⌘2
[⌘1A+ �n,1d� A?] ,

(3.16)

where � = |✏|1/2�1, and solutions are of the form

A = ⇢n e
i� , ⇢n =

s
✏� (2k0⌫)2 + (⌘1 + �n,1d�)

�2

4

3
, (3.17)

with ⌫ = k0 � kf/n. The phase � is constant with � = {0, ⇡} for n = 1 but

undetermined for higher resonances for the order |✏|3/2 of our calculation.

The resonant stripe solutions exist for

� > 2

s
(2k0⌫)2 � ✏

⌘1 + �n,1d�
. (3.18)

Case n = 2

For n = 2 Equation (3.14) becomes

At = ✏A� 3|A|2A� [2k0(i@x + ⌫)]2 A+
�

2
A?, (3.19)
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where � = |✏|�2, and the solutions are of the form

A = ⇢2 e
i� , ⇢2 =

r
✏� (2k0⌫)2 + �/2

3
, (3.20)

with � = {0, ⇡} [49]. These solutions exist for

� > 2
⇥
(2k0⌫)

2 � ✏
⇤
. (3.21)

Figure 3.1 shows the tongue-shaped existence ranges of n:1 resonant stripe

patterns with n = 1, ..., 4, for parameters above, ✏ > 0, and below, ✏ < 0,

the pattern forming instability. The solid lines in the figure are the results

of the analysis from Equations (3.17) and (3.20) and the shaded regions

are numerical results from solving for stationary solutions of the forced SH

equation (3.1) using the continuation method AUTO [74].

Note that for ✏ > 0 the tongues have finite width even at � = 0 (Fig-

ure 3.1a). This width corresponds to the band of stripe solutions of the

unforced system that appears beyond the pattern-forming instability. The

e↵ect of a weak forcing with a detuning ⌫ can be interpreted as follows. If

the detuning is small enough, the forcing selects the stripe solution within

the band that resonates with kf/n. If the detuning lies outside the band, the

system can still yield to the forcing by changing the stripes wavenumber so

as to resonate with kf/n. This behavior is analogous to the frequency adjust-

ment that a periodically forced oscillator makes when it locks to a fraction

of the forcing frequency. Note also that for ✏ < 0, i.e., below the pattern-

forming instability, resonant stripe solutions are still possible, provided the

forcing is strong enough (Figure 3.1b). The minimum forcing strength can

be evaluated from Equations (3.18) and (3.21), e.g., the smallest � value that

enables locking for the 2 : 1 resonance is �2✏. The forcing has the additional

e↵ect of increasing the amplitude of the stripe pattern. This e↵ect, however,

becomes diminishingly small as the forcing wavenumber increases.

The 2 : 1 resonance tongue stands out in being wider and, for ✏ < 0, in

extending to lower forcing strength �. The distinct character of the 2 :1 reso-

nance is already seen in the amplitude equation (3.19) for the 2 : 1 resonance,
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Figure 3.1: Existence domains of resonant stripe solutions of Equation (3.1),
(a) above (✏ > 0), and (b) below (✏ < 0) the pattern forming instability.
The shaded regions indicate the range of resonant solutions computed from
stationary solutions of Equation (3.1), and the solid curves show the region
boundary approximations (Equations. (3.18) and (3.21)) based on the am-
plitude equation approach. The agreement for the lower resonances is very
good for su�ciently small � values, and for the higher resonances it remains
surprisingly good, even for large � values. Parameters: k0 = 1 and (a)
✏ = 0.001, (b) ✏ = �0.001.

as compared with the amplitude equations (3.16) for all other resonances.

In the former, the forcing strength appears to linear order, whereas in the

latter it only appears at the second quadratic order, and therefore has a

weaker e↵ect. The di↵erent forms of amplitude equations with respect to

the forcing follow from the type of parametric forcing; forcing the cubic term

in the forced SH equation (3.1), rather than the linear term, will result in a

prominent 4 : 1 resonance.

Figure 3.2 shows typical examples of n : 1 resonant solutions. Note that

for every period of the response u, there are n periods of the forcing, which

characterizes the n : 1 solution.
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Figure 3.2: Typical n : 1 wavenumber locked solutions, with n = 1, 2, 3.
The continuous blue line denotes the response u of the system, and the red
dashed lines denote the positions in x where the forcing � cos(kfx) reaches
its maximum.
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Interference of 2d patterns

“The most exciting phrase to hear in science, the one that

heralds new discoveries, is not ‘Eureka!’ (I found it!) but ‘That’s funny...’”

– Isaac Asimov

In 2d domains, the solutions to Equations (2.8) may respond di↵erently

to the periodic forcing from that seen in Chapter 3. In 2d the 2 : 1 resonance

is much more dominant and even a purely 1d forcing, kf = kf x̂, can induce

stable 2d patterns [49] — oblique patterns for � < ✏ and rectangular patterns

for � > ✏, as we saw in the Background chapter. These are resonant patterns

that respond to the spatial forcing by locking the wavevector components in

the forcing direction in 2 : 1 resonance, kx = kf/2, and creating a wavevector

component in the orthogonal direction, ky, to compensate for the unfavorable

forcing wavenumber, so that k2
x + k2

y = k2
0.

The range of existence of these 2d patterns is very wide in the forcing

wavenumber kf . It extends all the way to kf = 0 and is bounded from

above at kf = 2k0, the point where the component kx attains its maximal

possible value, k0. As shown in Figure 4.1, this range of 2d patterns overlaps

the resonance tongue of 1d patterns described earlier and both patterns can

exist at the same parameter values. The continuous black curves demarcate

regions of existence of 1d stripe solutions, and the green and blue shaded

areas mark the regions where rectangular and oblique patterns are found,
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respectively. Figure 4.2 shows typical examples of 1 : 1 stripe patterns and

of 2d rectangular patterns, both for the same point in the parameter space.

Depending on initial conditions, one can take the system to respond very

di↵erently to the 1d forcing, as indicated by the Fourier spectra of both

solutions.

Figure 4.1: The existence domains of resonant rectangular and oblique pat-
terns are very wide and overlap with the resonance tongues of 1 : 1 and 2 : 1
stripe patterns. Parameters: ✏ = 0.1.

Which patterns persist in the overlap region of rectangular and oblique

patterns with the 1 : 1 resonance tongue of stripe patterns? In order to study

the interaction of the patterns, we approximate solutions of Equation (2.8)

as a superposition of a stripe mode with amplitude A and two oblique modes

with amplitudes a and b,

u ' Aeik0x + a ei(kxx+k
y

y) + b ei(kxx�k
y

y) + C.C. , (4.1)

where kx = kf/2 is the x̂ component of the oblique wavevectors, and it

is chosen to represent a 2 : 1 resonance, and ky is the ŷ component. The

amplitudes A, a, and b vary weakly in time and space. The variable u and

the time and space derivatives were all naively expanded in a |✏|i/4 power

series in order to guarantee that all terms in the amplitude equations are

mutually balanced. A detailed multiple time-scale analysis of the stripe and

oblique modes can be found below.
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Figure 4.2: Two stable solutions of Equation (2.8), for the same parameter
values. The panel on the upper left side shows a 2 : 1 locked rectangular
solution, and the panel below it shows a 1 : 1 locked stripe solution. The
short panel on the lower left side shows the forcing � cos(kf x). The panels
on the right show the Fourier transform of the respective solutions, and the
circle in light blue has radius k0. Parameters: ✏ = 0.1, � = 0.2 and kf = 1.08.

4.1 Multiple scales analysis

4.1.1 Scaling

We study the interaction between stripes and rectangular or oblique patterns

by deriving equations for the amplitudes of a stripe mode and of two oblique

modes using the leading order approximation

u ' Aeik0x + a ei(kxx+k
y

y) + b ei(kxx�k
y

y) + C.C. , (4.2)
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for the solutions of Equation (2.8), where the amplitudes are assumed to vary

slowly in space and time. Specifically, we define the slow variables

xi = ✏i/4x , yi = ✏i/4y , ti = ✏i/4t , i = 1, 2, ... , (4.3)

and assume the following amplitude dependence:

A = A(y1, x2, y2, t1, t2, ...) ,

a = a(x2, y2, t1, t2, ...) , b = b(x2, y2, t1, t2, ...) .
(4.4)

We included a dependence of A on y1 in order to capture a possible zigzag

instability of stripe solutions. We further assume the following scaling forms

for the forcing parameters:

� = |✏|1/2�1 , ⌫ = |✏|1/2⌫1 , (4.5)

where �1 and ⌫1 are of order unity.

In deriving the amplitude equation (3.16) for stripes in the previous chap-

ter, we used the scaling � ⇠ |✏|1/2, whereas in the derivation of the amplitude

equations for the two oblique modes in Chapter 2, the scaling � ⇠ |✏| has
been used. Because we are interested in deriving coupled equations for stripe

and oblique modes we need to use the same scaling for �. Choosing � ⇠ |✏|1/2
and slow time scales ti = ✏i/2t, as in Ref. [75], leads to the undesired result

that the forcing terms in the amplitude equations for the oblique modes are

the largest with no other terms of the same order of magnitude to balance

them. We therefore choose the slow time scales as in (4.3) and expand the

solution in powers of |✏|1/4:

u =
1X

i=1

✏i/4ui . (4.6)
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4.1.2 Order |✏|1/4
Substituting Equations (4.3), (4.5) and (4.6) into Equation (2.8) we find at

order |✏|1/4
L2u1 = 0, (4.7)

where L = M00+k2
0 and Mij = @x

i

@x
j

+@y
i

@y
j

. Equation (4.7) has a solution

of the form

u1 = Aeik0x0 + aei(kxx0+k
y

y0) + bei(kxx0�k
y

y0) + C.C. , (4.8)

where k2
x + k2

y = k2
0, which justifies the leading order approximation (4.2).

4.1.3 Order |✏|2/4
At order |✏|2/4 we find

L2u2 = �@t1u1 + LM01u1 . (4.9)

Note that the term LM01u1 that appears on the right side of Equation (4.9)

equals to zero because the operators L and Mij commute and Lu1 = 0.

Therefore, from now on we will omit terms of the kind LMiju1 from the

analysis. Applying the solvability condition to secular terms on the right-

hand side of Equation (4.9) we find that neither mode depends on t1,

@t1A = 0, @t1a = 0, @t1b = 0 . (4.10)

Hence, u2 satisfies the same equation as u1 and we can choose the trivial zero

solution, u2 = 0.

4.1.4 Order |✏|3/4
At order |✏|3/4 we have

L2u3 = �@t2u1 � 4M2
01u1 � u3

1 + u1�1 cos(kfx0) . (4.11)
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We recall that we focus on the overlap range of the 1 : 1 resonance tongue,

where kf = k0�⌫ = k0�|✏|1/2⌫1, with 2:1 resonant rectangular or oblique pat-

terns for which kf = 2kx. Substituting Equation (4.8) into Equation (4.11),

and demanding solvability, we find

@t2A =F (A) ,

@t2a =F (a) +
�1
2
b? ,

@t2b =F (b) +
�1
2
a? ,

(4.12)

where F (⇣) = �3 (2|A|2 + 2|a|2 + 2|b|2 � |⇣|2) ⇣. If we were to stop the anal-

ysis here, the amplitude equation for the stripe pattern would not include any

forcing term. Therefore, we continue the analysis to higher orders in |✏| until
a forcing term is achieved for the stripe equation. We will simplify the calcu-

lations from this point on by using the following symmetry argument. Since

the forced SH equation is invariant under the reflection symmetry y ! �y,

u(x,�y) must also be a solution. The solution form Equation (4.2) then

implies that b should satisfy the same amplitude equation as a once a and b

are exchanged and y is replaced by �y. Thus from now on we do not present

the solvability conditions associated with b.

A particular solution to Equation (4.11) is given by

u3 =� 1

64k4
0

�
E3

1 + E3
2 + E3

3

�� 3d2 (E2 + E3)E2E3

� 3p+
⇥
E1

�
E2

2 + E2
3

�
+ E2

1 (E2 + E3)
⇤� 6d+E1E2E3

� 3p�
⇥
E?

1

�
E2

2 + E2
3

�
+ E2

1 (E
?
2 + E?

3)
⇤� 6d�E

?
1E2E3

� 3d1
⇥�
E?

3E
2
2 + E?

2E
2
3

�
+ 8 (E2E

?
3 + E?

2E3)E1

⇤

+
�1
2
eikfx0 [d+E1 + d2(E2 + E3) + d�E

?
1 ] + C.C. ,

(4.13)

where E1 = Aeik0x0 , E2 = a ei(kxx0+k
y

y0), E3 = b ei(kxx0�k
y

y0), and the

coe�cients are

d± =
1

k2
f (kf ± 2k0)2

, d1 =
1

64k4
y

, d2 =
1

4k4
f

, p± =
k2
f

4k2
0

d± . (4.14)
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4.1.5 Order |✏|4/4
At order |✏|4/4 we obtain

L2u4 =� @t3u1 � 4M01 [(M11 + 2M02) u1 + Lu3] . (4.15)

Requiring solvability we find that neither mode depends on t3:

@t3A = 0, @t3a = 0, @t3b = 0 . (4.16)

There is no need to solve Equation (4.15) explicitly, because in the next and

last order we consider the term that contains u4, (LM01u4) is not secular

and will not contribute to the amplitude equations up to the order |✏|5/4
considered here.

4.1.6 Order |✏|5/4
The final order |✏|5/4 gives

L2u5 =� @t4u1 � @t2u3 � 4LM01u4 � 2
⇥
2M2

01 + L (2M02 +M11)
⇤
u3

� ⇥(2M02 +M11)
2 + 8M01M12

⇤
u1 � 3u2

1u3 + u1 + �1u3 cos kfx0 .

(4.17)

Applying the solvability condition, we find

@t4A =A+G+
�
2k0@x2 � i@2

y1

�2
A+ 3�1⌘1

⇣�1
12

� ab� a?b?
⌘
A

+ e�2i⌫1x2

✓
d��1a2

4
� �1

2
ab⌘2 + 6a2b2⌘4

◆
A? ,

@t4a =a+H(a, b) + 4 (kx@x2 + ky@y2)
2 a+

3�1d2
2

⇣�1
6

� ab
⌘
a

+


�3�1

✓
|a|2 d2 + |b|2 d2

2
+ |A|2 ⌘1

◆
+ e2i⌫1x2

⇣
��1

2
⌘3 + 3a?b?⌘5

⌘
A2

�
b? ,

(4.18)
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where

⌘1 = d+ + d�, ⌘2 = 12(d2 + d�), ⌘4 = 3d2 + ⌘3 ,

⌘3 = 3d2 + 3p� + 6d�, ⌘5 = 3d2 + 15p� + 12d� ,
(4.19)

and

G =3

"
|A|4
64k4

0

+ 3(p+ + p�)
�
2 |A|2 |a|2 + 2 |A|2 |b|2 + |a|4 + |b|4�

+ 12(⌘1 + 8d1) |a|2 |b|2
#
A ,

H(⇣1, ⇣2) =3

"
|⇣1|4
64k4

0

+ 3 |A|2 �|A|2 + 2 |⇣1|2
�
(p+ + p�)

+ 3 |⇣2|2
�
2 |⇣1|2 + |⇣2|2

�
(d1 + d2) + 12 |A|2 |⇣2|2 (⌘1 + 8d1)

#
⇣1 .

(4.20)

4.1.7 Amplitude equations

The amplitude equations can now be obtained by combining Equations (4.10),

(4.12), (4.16) and (4.18) (using the chain rule). Rescaling back to the “fast”

space and time variables and rescaling the amplitudes A ! ✏�1/4 e�i⌫1x2A,

a ! ✏�1/4a, b ! ✏�1/4b, the detuning ⌫1 = ✏�1/2⌫ and the forcing strength

as �1 = ✏�1/2�, gives the final form of the amplitude equations (we have also

added the symmetric equation for b),

@tA =✏A� 3
�|A|2 + 2|a|2 + 2|b|2�A� ⇥2k0 (i@x + ⌫) + @2

y

⇤2
A

+
⇣�
2

⌘2
(⌘1A+ d�A

?) + Ĝ,

@ta =✏a� 3
�|a|2 + 2|b|2 + 2|A|2� a+ 4 (kx@x + ky@y)

2 a

+
�

2
b? + Ĥ(a, b),

@tb =✏b� 3
�|b|2 + 2|a|2 + 2|A|2� b+ 4 (kx@x � ky@y)

2 b

+
�

2
a? + Ĥ(b, a),

(4.21)
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with

Ĝ = �3�⌘1 (ab+ a?b?)A+
h
��

2
ab⌘2 + 6a2b2⌘4

i
A? +G,

Ĥ(a, b) =
3�d2
2

⇣�
6
� ab

⌘
a+

⇣
��

2
⌘3 + 3a?b?⌘5

⌘
A2b?

� 3�


|a|2 d2 + |b|2 d2

2
+ |A|2 ⌘1

�
b? +H(a, b).

(4.22)

In the derivation of Equations (4.21) we have considered particular solu-

tions of the equations for ui instead of general solutions with free fields for

the di↵erent modes. In principle, these fields can be determined by demand-

ing commutativity between time derivatives for each mode, e.g. @t4 (@t2A) =

@t2 (@t4A) [76]. Implementing these conditions, however, turned out to be

too hard. Nevertheless, the amplitude equations (4.21) capture the essential

physics, and provide good quantitative approximations, at least for su�-

ciently small �, as Figure 4.3 indicates.

We note that Equations (4.21) reduce to known equations for either stripe

patterns or 2d patterns when the appropriate limits are considered. For

stripe solutions (A, 0, 0) they coincide with Equation (3.14) when n = 1

and disregarding Ĝ, which contains higher (fifth) order contributions. For

rectangular and oblique solutions they reduce to the Equations (2.22) derived

in Chapter 2 when disregarding the fifth order contributions in Ĥ.

The analysis is taken up to order |✏|5/4, which is necessary to yield space

derivatives in y and quintic terms in A and A?. When these terms are

neglected and the amplitudes a = b = 0, the amplitude equations (4.21)

reduce to Equation (3.16) for the case n = 1.

4.2 Uniform and stationary solutions

Constant solutions of the amplitude equations (4.21) of the form (A, 0, 0)

represent 1 : 1 stripe patterns, while constant solutions of the form (0, a, b)

represent rectangular or oblique patterns locked in a 2 : 1 resonance in the x̂
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direction. The resonant stripe solutions are given by

As = ⇢s±e
i�

s , (4.23)

where

⇢s± = 2
q

8k4
0 ± (k2

0/
p
3)
p
✏s, �s = m

⇡

2
. (4.24)

Here

✏s = �4✏+ 16k2
0(⌫

2 + 12k2
0)� �2

1{d+ + [(�1)m + 1]d�}, (4.25)

and m is an integer. For even (odd) values of m, the solution �s is stable

(unstable).

Resonant rectangular solutions are given by

a = ⇢re
i�

a , b = ⇢re
i�

b , (4.26)

where

⇢r± =

r
9±p

81� 4c✏r
2c

, �a + �b = m⇡. (4.27)

Here

✏r = ✏+ (�1)m �2
2 , c = 27

4

�
k�4
f + (k2

f � 4)�2
�
, (4.28)

and we assumed weak forcing strength (�1 = 0). For even (odd) values of m,

the solutions �a,�b are stable (unstable).

Because all solutions with odd values of m are unstable, we will restrict

our further consideration to even m only.

4.3 Stability analysis of stripe patterns

To see how the 2d resonant patterns a↵ect the stability of the 1 : 1 resonant

stripes we analyze the stability of the solutions (A, a, b) = (±⇢s±, 0, 0). We

introduce nonuniform perturbations in the following way:
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0

B@
A

a

b

1

CA =

0

B@
A0

0

0

1

CA+�

0

B@
�A+

�a+

�b+

1

CA ei(qxx+q
y

y) +�

0

B@
�A?

�

�a?�
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Substituting Equation (4.29) into the amplitude equations (4.21), and keep-

ing only linear terms in �, we have the following 6⇥ 6 Jacobian matrix:

J =

 
J1 0

0 J2

!
, (4.30)

where

J1 =
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and
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(4.32)

The Jacobian matrix J has a block diagonal form, with one block repre-

senting the stripe mode and the other block representing the oblique modes.

Accordingly, one pair of eigenvalues, �s±, describes the dynamics of pertur-

bations along the stripe mode, and another eigenvalue pair of multiplicity

two, �r±, describes the dynamics of perturbations along the oblique modes.
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Of these only the eigenvalues �s+ and �r+ are potentially positive or have

positive real parts.

For the stripe solutions A0 = ±⇢s+, both �s+ and �r+ are positive in the

whole parameter range studied, and thus these solutions are always unstable,

and will not be considered any further. For the stripe solutions A0 = ±⇢s�,

the analysis of eigenvalue �r+ shows that there exists a domain in the ex-

istence overlap region of 1 : 1 stripes and rectangular patterns where the

resonant stripes are stable, but the size of this domain is reduced by the

growth of oblique modes. Furthermore, the reduced stability domain has

two distinct shapes depending on the value of ✏. For relatively large values,

✏ > ✏c ' 0.036 (with k0 = 1), there is a continuous � range in which stripe

solutions are stable, while for ✏ < ✏c, the stability range is split into two

regions, as Figure 4.3 shows. The light-gray shades show the existence range

of stripe solutions, A = ±⇢s�, while the dark-gray shades show their stability

ranges (where both �s+ and �r+ are negative), for (a) ✏ > ✏c and (b) ✏ < ✏c.

The surprising result is that for ✏ < ✏c there is an intermediate range

of forcing strength � where the forcing destabilizes the stripe patterns even

at exact resonance kf = k0. In the 1d system studied before, the forcing

always acted to stabilize the stripe patterns, but in 2d it induces the growth

of rectangular and oblique patterns, which may restrict the stability region

of the 1 : 1 resonant stripes.

The asymmetry in the stability region for low � values is due to two

di↵erent kinds of instabilities related to the eigenvalue �s+. In the lower

part of Figure 4.3 (for values of � between 0 and approximately 0.1), the left

border of the stable stripes region (dark gray) indicates a zigzag instability,

associated with the growth of perturbations of the form eqyy. On the border

on the right side, for very low values of � (between 0 and approximately

0.02), an Eckhaus instability, associated with the growth of perturbations of

the form eiqxx, occurs. These results are qualitatively similar to the e↵ects

of the zigzag and Eckhaus instabilities found in the 2 : 1 resonance of stripe

patterns [49].

Numerical solutions of Equation (2.8) confirm the predictions of the math-

ematical analysis. The hollow circles in Figure 4.3 show the borders of the
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Chapter 4. Interference of 2d patterns

Figure 4.3: Existence and stability domains of 1:1 resonant stripe solutions of
Equations (4.21). The light gray shaded areas indicate the existence domains
and the dark gray shaded areas are the stability regions. (a) Above the
critical value, ✏ > ✏c, the stable region is contiguous. (b) Below the critical
point, ✏ < ✏c the solution is not stable in a range of forcing amplitude � even
at exact resonance kf = k0. Parameters: (a) ✏ = 0.035, (b) ✏ = 0.045.

stability region, and the agreement between simulation and analysis is very

good for low values of �. Because of the choice of weak forcing strength

(�1 = 0), the analysis is expected to better describe the simulations for small

values of �, in line with the results shown in Figure 4.3. The numerical

integration performed was the explicit Euler method to advance time, and

a semi-spectral method to calculate the space derivatives (see Appendix),

with a 1 : 1 stripe pattern as initial condition, with a small random noise

added to it. The critical value we found was ✏c ' 0.043,, about 15% from

our theoretically calculated value of ✏ = 0.036.

4.4 Functional competition

The stability regions of the 1 : 1 stripe solution in Figure 4.3, as well as the

stability regions of the 2 : 1 stripe solution [48, 49], are actually bistability re-

gions of the stripe patterns and 2d patterns. This raises the question of which

pattern is dominant, i.e., which pattern invades the other in these ranges.

To study this question, we calculated the energy (Lyapunov) functional of
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Equation (2.8):
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dr
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Because the system is variational, when two bistable solutions are mixed,

the one with lowest energy is dominant, and will invade the other. Figure 4.4

shows the energies of rectangular patterns, resonant 1 : 1 stripe patterns,

and resonant 2 : 1 stripe patterns, calculated from their respective analytical

forms. The energy of each solution is shown in its existence range along

the kf/k0 axis. The energy of the 1 : 1 stripe pattern is higher than that

of the rectangular pattern, implying that the latter is dominant. This is

supported by numerical integrations of Equation (2.8), according to which

the rectangular patterns invade the 1:1 stripe, as the snapshots in Figure 4.5a

show. This result holds even at exact resonance (kf = k0). The situation

is di↵erent within the resonance range of 2 : 1 stripes; the energies of the

stripe and rectangular patterns cross one another and split the range into

a low-kf part, where the rectangular patterns are dominant and a high-kf

part, where the stripe pattern is dominant. Indeed, numerical integrations of

Equation (2.8) show that in the low-kf part the rectangular pattern invades

the stripe pattern (Figure 4.5b) and in the high-kf part the stripe pattern

invades the rectangular pattern (Figure 4.5c).
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Chapter 4. Interference of 2d patterns

Figure 4.4: The energy (Lyapunov functional values) of 1 : 1 resonant stripe
patterns, 2:1 resonant stripe patterns, and rectangular patterns. Parameters:
✏ = 0.1, � = 0.4.

Figure 4.5: Snapshots of the dynamics of fronts that separate stripe and
rectangular patterns. Lower energy patterns invade the regions of higher
energy patterns: (a) rectangular pattern invading 1:1 stripes (kf/k0 = 1.10),
(b) rectangular pattern invading 2 : 1 stripes (kf/k0 = 1.65), and (c) 2 : 1
stripes invading a rectangular pattern (kf/k0 = 1.80). The domain sizes of
simulations (a), (b) and (c) are 50 ⇥ 50, 60 ⇥ 60 and 50 ⇥ 50, respectively.
Parameters: ✏ = 0.1, � = 0.4.
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Vegetation

“In theory, there is no di↵erence between theory and practice.

But, in practice, there is.”

– Jan L. A. van de Snepscheut

In recent years there has been much interest in studying the rehabilitation

of damaged ecological systems [77, 78]. The first step of rehabilitation is

recovery of vegetation, which can be achieved in drylands by the harvesting

of runo↵ water in hill slopes. A common water-harvesting practice is the

construction of parallel contour ditches – termed shikim – which accumulate

runo↵ water from the uphill areas, and along which trees are planted [79, 80].

Controlled experiments with shikim systems have shown significant growth

and survival of trees, increased pasture productivity, and increased plant

diversity. In the northern Negev desert, in Israel, the shikim technique is

widely used by the Jewish National Fund for reforestation of bare areas with

minimal vegetation cover. Figure 5.1 shows four stages of the process, in the

“Ambassadors Forest”, a few kilometers north of Beer Sheva.

An important factor in the success of rehabilitation in this kind of prac-

tice is the fact that vegetation in water limited regions can self-organize in

patterns. Figure 5.2 shows four kinds of natural patterns in drylands vegeta-

tion systems, in Sudan and in Namibia, but as was pointed out in Section 2.2,

these kinds of patterns can be found all over the world.
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Figure 5.1: Four stages of the rehabilitation of a desert area by the
shikim technique. (a) A tractor builds contour ditches along a hill slope.
(b) Seedlings are planted in the shikim. (c) Mature trees along shikim.
(d) Air photo of an older part of the “Ambassadors’ Forest” (picture from
Google maps).

Because undisturbed natural systems in drylands can form patterns with

a typical wavelength, the shikim technique can be understood as spatial peri-

odic forcing applied to a pattern forming system. Using the same terminology

as in the previous chapters, the parallel tree lines planted along the shikim

constitute a 1 : 1 wavenumber-locked solution.

The periodic dikes built on the hill slope redistribute the runo↵, which

changes the spatial distribution of soil water, and thus indirectly a↵ect the

growth rate of the biomass. The biomass growth function GB in Equa-

tion (2.26a) is a function of the soil water, and it multiplies the state variable

B. For this reason, the spatial periodic forcing that the shikim produce can

be understood as a parametric forcing.

In light of the results presented in Chapters 3 and 4, we can ask the

following questions with regard to rehabilitation of vegetation in drylands:

• Can periodic spatial forcing be used to take a bare soil solution to a

patterned solution?

• Besides 1 : 1 wavenumber locked solutions, are there other possible
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Figure 5.2: Four kinds of self-organized vegetation patterns. (a) A labyrinth
pattern in Sudan, with typical length scale of 50m. Coordinates: 11�08’N
27�50’E. (b) Fairy circles (holes) in Namibia, with typical length scale of 20m.
Coordinates: 25�00’S 16�00’E. (c) Vegetation spots in Sudan, with typical
length scale of 50m. Coordinates: 11�37’N 27�57’E. (d) Tiger bush (stripes)
in Sudan, with typical length scale of 150m. Coordinates: 11�04’N 28�18’E.
Images from Google maps.

vegetation patterns, like the rectangular pattern in a 2 : 1 resonance?

• Do di↵erent patterns have di↵erent stability ranges along the precipi-

tation rate axis? What happens when climatic changes occur, such as

prolongated droughts?

• To what extent does the parametrically forced SH equation describe the

general features of a vegetation system? What are the main di↵erences

and similarities?

In this chapter we will address these questions.

5.1 The simplified vegetation model

The vegetation model we will work with is the system introduced by Gilad

et al., seen in section 2.2. The model is relatively complex for our purposes,
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and we will now develop a simplification of it. Of the three water-biomass

feedbacks present in the model, we leave only the infiltration feedback, which

is important to account for the water harvesting role of the spatial periodic

forcing. The simplification will be accomplished by changing some of the

parameters of the model. Table 5.1 summarizes the parameters of the system

before the simplification, with their description, units, and typical values (as

they appear in [51]). To make notation simpler, we define the surface density

� = kg/m2.

variable description units value

⇤ biomass growth rate ��1 yr�1 0.032
E root augmentation per biomass unit ��1 3.5
S0 minimal root-system size m 0.125
K maximum standing biomass � 1
M mortality rate yr�1 1.2
A infiltration rate in fully vegetated soil yr�1 40
Q biomass reference value � 0.05
f infiltration contrast 1 0.1
N soil water evaporation rate yr�1 4
R evaporation reduction due to shading 1 0.95
� soil water consumption rate ��1 yr�1 20
P precipitation rate � [0,1000]
DB seed dispersal coe�cient m2 yr�1 6.25⇥ 10�4

DW transport coe�cient for soil water m2 yr�1 6.25⇥ 10�2

DH water-ground friction coe�cient ��1 m2 yr�1 0.05

Table 5.1: All the parameters of Equations (2.26), with their description,
units and typical values.

We will also introduce a forcing term. An obvious choice would be to

imitate the shikim technique, by modulating the topography function Z. In-

stead, we will introduce the spatial periodic forcing to the infiltration func-

tion, which imitates a periodic breaking of the biological soil crust. This

has the advantage of being easier to implement numerically, and also hints

that simpler and cheaper techniques can accomplish the same results as a

massive topography alteration. Whichever periodic forcing choice is made,

it is important that it enters the model parametrically.
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5.1.1 Turning o↵ the root-augmentation feedback

The turning o↵ of the root-augmentation feedback means that in the simpli-

fied model the biomass growth rate and the soil water consumption rate will

not be dependent on the biomass concentration. This is done in two steps.

First, the root system of the plants will be considered to be local, i.e., a plant

will not be able to capture water from neighboring regions, only soil water

available at the point of space where it sits. This is accomplished by taking

the limit where the minimal root-system size S0 goes to zero, and thus the

kernel G becomes a Dirac delta:

lim
S0!0

G(X,X0, T ) = lim
S0!0

1

2⇡S2
0

exp


� |X�X0|2
2S2

0 (1 + EB(X, T ))2

�

= (1 + EB(X))2 � (X�X0) .

(5.1)

From that we have that

GB(X, T ) = ⇤ (1 + EB(X, T ))2 W (X, T )

GW (X, T ) = � (1 + EB(X, T ))2 B(X, T ).
(5.2)

Both the biomass growth rate GB and the soil-water consumption rate

GW are still functions of the biomass, which means that the root-augmentation

feedback is still on. We can think of this situation as limiting the growth

of the roots strictly downwards, and not to the sides. Because the model

averages over the depth axis, the size of the root system is expressed as the

quantity EB. In order to turn the feedback o↵ completely, we take the root

augmentation per biomass unit E = 0. This e↵ectively says that all plants

are equally capable of uptaking water from the soil, no matter what their

size. We finally have that

GB(X, T ) = ⇤W (X, T )

GW (X, T ) = �B(X, T ).
(5.3)
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5.1.2 Turning o↵ the shading feedback

In order to turn o↵ the shading feedback we assume that the evaporation rate

is not diminished in any way by the presence of biomass. This is accomplished

by setting R = 0, which means that L(X, T ) = N .

5.1.3 Simplified equations and rescaling

The simplified equations read

BT = ⇤WB (1� B/K)�MB +DBr̂2B (5.4a)

WT = IH �NW � �BW +DW r̂2W (5.4b)

HT = P � IH + 2DHr̂ ·
h
H
⇣
r̂H + r̂Z

⌘i
. (5.4c)

We would like to rewrite Equations 5.4 in a non-dimensional form, in

order to reduce the number of parameters. We rescale the dependent and

independent variables according to

b = B/K ! B = bK (5.5a)

w = W⇤/N ! W = wN/⇤ (5.5b)

h = H⇤/N ! H = hN/⇤ (5.5c)

x = X/
p

DB/M ! r̂ =
p

M/DBr (5.5d)

t = MT ! @T = @tM (5.5e)

z = Z⇤/N ! Z = z N/⇤, (5.5f)

with ⌧ = M�1 and ` =
p
DB/M taken as reference time and space scaling

quantities. The space derivative r̂ with respect to the real space X will be

substituted by the space derivative r (no hat) with respect to the dimen-

sionless space x. Note also that the symbol for time in years is T , while the

dimensionless time is denoted by t.
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Equations (5.4) now read

bt = ⌫wb(1� b)� b+r2b (5.6a)

wt = Ih� ⌫w � �bw + �wr2w (5.6b)

ht = p� Ih+ 2�hr · [h (rh+rz)] , (5.6c)

where

I =
I
M

, ⌫ =
N

M
, ⌘ = EK

� = �
K

M
, p = P

⇤

MN
, �w =

DW

DB

, �h = DH
N

DB⇤
,

(5.7)

and I reads

I = a
b+ qf

b+ q
, (5.8)

where a = A
M

and q = Q
K
. Table 5.2 summarizes the rescaling of the param-

eters in Equations (5.6), and shows their typical values.

non-dimensional param. conversion value

⌫ ⌫ = N
M

10
3

a a = A
M

100/3
q q = Q

K
0.05

f — 0.1
� � = �K

M
50
3

p p = P ⇤
MN

1
150 · P

�w �w = D
W

D
B

100

�h �h = DH
N

D
B

⇤ 10000

rz rz = r̂⇣
q

D
B

M
⇤⇢

h

N
r̂⇣ · 0.182574

Table 5.2: All the non-dimensional parameters of Equations (5.6), their con-
version relations, and typical values used.

The variable ⇣ denotes the topography function in meters. In the sim-

ulations below, we will always use the values shown in Table 5.2, unless

otherwise noted.
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5.2 Spatially periodic forcing

In order to simulate a spatial removal of the soil crust in a spatial periodic

way, we change the infiltration contrast f to:

f = f0

✓
1 + �f

cos(kfx) + 1

2

◆
, (5.9)

where f0 is the infiltration contrast in the absence of periodic modulation, �f

is the forcing strength, and kf is the forcing wavenumber. For instance, for

a minimum infiltration contrast of f0 = 0.1 and forcing strength of �f = 1.0,

the maximum infiltration contrast on bare soil produced by the crust breaking

is f = 0.2. Figure 5.3 shows the periodically forced infiltration contrast.

Figure 5.3: The periodically forced infiltration contrast.

5.3 Uniform solutions

In the absence of forcing (�f = 0), Equations (5.4) have two uniform station-

ary solutions. The bare soil solution S0 = (b0, w0, h0) reads

b0 = 0, w0 =
p

⌫
, h0 =

p

f↵
. (5.10)
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and the uniform cover solution Su = (bu, wu, hu) reads

bu =
(p� 1)⌫

� + p⌫
, wu =

� + p⌫

(� + ⌫)⌫
, hu =

�pq + ⌫p(pq + p� 1)

↵fq(� + ⌫p) + ↵⌫(p� 1)
. (5.11)

5.4 Linear stability analysis

We now calculate the stability ranges of the uniform solutions of the unforced

(�f = 0) vegetation system. We substitute into (5.4) the uniform solutions

with non-uniform perturbation terms

0
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B@
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ch
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1

CA sin(kx) (5.12)

where S? = (b?, w?, h?) denotes either S0 or Su.

Keeping only linear terms in �, we have the linear system

d

dt
d = J(S?)d, (5.13)

where d = (cb, cw, ch, sb, sw, sh)
T . The Jacobian J(S?) is a 6⇥ 6 matrix given

by

J(S?) =

 
J0 J+

J� J0

!
, (5.14)

where both J0 and J± are 3⇥ 3 matrices that read

J0 =

0

BB@

(1� 2b?)w?⌫ � 1� k2 (1� b?)b?⌫ 0
(f�1)h

?

q↵�(b
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+q)2w
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+q)2
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CCA ,
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0 0 ±2�hkrz
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(5.15)
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For each of the uniform solutions, we can find the eigenvalues of the

Jacobian. When the real part of all eigenvalues is negative for every value

of k, the solution is stable, otherwise it is unstable. Because we have a

polynomial of order 6 to solve in order to find the eigenvalues, this calculation

can only be done numerically for specific solutions, and unfortunately we

cannot show a stability study such as the one shown in section 4.3.

5.5 1d solutions

The linear stability analysis of the uniform cover solution tells us that there

is a finite wavenumber instability at p? = 1.274. The uniform cover solution

is linearly unstable for 1 < p < p?, and stable for p > p?. At the bifur-

cation point p? a stripe pattern solution appears with a (non-dimensional)

wavenumber k = 0.163, which corresponds to a characteristic wavelength of

0.88m. We studied Equations (5.6) with the continuation software AUTO,

using the parameter values shown in Table 5.2, assuming a flat and horizontal

topography function, i.e., rz = 0, and without any spatial periodic forcing.

Figure 5.4 shows a bifurcation graph of the uniform solutions, with the

precipitation p as the control parameter. The bare soil solution is stable for

p < p2 = 1, where it undergoes a zero wavenumber instability. At this same

critical value, the uniform cover branch appears in a supercritical bifurcation.

The simulation shows that at p? = 1.273, a patterned solution emerges in a

subcritical bifurcation from the uniform cover branch. This critical value is

in close agreement with the value calculated from the linear stability anal-

ysis. We have two ranges of bistability: between p1 and p2 the bare soil

solution and the patterned solution are stable, and between p? and p3 the

patterned solution and the uniform cover state are stable. These two ranges

of bistability are marked in gray shades on the graph.
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Figure 5.4: Bifurcation graph of uniform and patterned solutions. The hor-
izontal axis indicates the control parameter p, and the vertical axis is the
L2-norm of the solutions. Bare soil, uniform and stripes solutions are shown
in black, purple, and blue, respectively. Solid (dashed) lines denote stable
(unstable) ranges of the solutions. Parameters: rz = 0, �f = 0.

5.6 2d solutions

In order to investigate 2d wavenumber locked patterns, we conducted numer-

ical integrations of Equations (5.6), with the addition of spatially periodic

forcing, as described in Section 5.2, using p as the control parameter. Once

more, we used parameter values as shown in Table 5.2. Preliminary simu-

lations showed that simulations on a horizontal topography (rz = 0) and

on a flat hill slope (rz = constant) are qualitatively equal regarding the

two patterned solutions discussed below. Depending on the strength of the

forcing, the patterns are able to migrate uphill, while keeping their overall

shape. Because of technical considerations regarding the simulations, such as

meaningful criteria for determining steady state, we decided to deal only with

a horizontal topography, which is easier to simulate. In addition, most of the

simulations were conducted far from the finite wavenumber instability point.

This means that a given pattern, e.g., the stripe pattern, has a wide range of

wavenumbers for which it is stable. Preliminary simulations showed that a

typical length scale of vegetation patterns is 1m, which is approximately in

the middle of this range. When plotting the Fourier transform of vegetation
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patterns we will draw a circle of radius k0 = 0.143, which corresponds to

the typical length scale. This circle helps us make sense of the results in the

Fourier plane. The numerical integration method used is as follows: finite

di↵erences discretization of the space derivatives (the five-point stencil for

the laplacian), and Euler steps to advance time. We usually stopped the

simulations when they arrived at a steady state, determined when the di↵er-

ence of given measures of the system between two time steps, such as total

biomass, were smaller than a previously decided threshold.

We found two kinds of 2d regular patterns, stripes and rectangular pat-

terns, that are locked to the forcing wavenumber, the stripes in a 1 : 1 reso-

nance, and the rectangular pattern in a 2 : 1 resonance. Figure 5.5 shows the

L2-norm of the biomass field as a function of precipitation, for the uniform

solutions bare soil and uniform cover, and for the patterned solutions, stripes

and rectangular patterns. For values of p < 0.75 the only stable solution is

the bare soil. In the range 0.75 < p < 0.91 we find that both the rectangular

pattern and the bare soil are stable. Starting at p = 0.88 the stripe solution

also becomes stable, making the range 0.88 < p < 0.91 multi-stable, with

rectangular patterns, stripes and bare soil. The stripe solution is stable up

to p = 1.31. In the range 1.0 < p < 1.27 the stripe pattern is the only stable

solution, and in the range 1.27 < p < 1.31 we find a bistable region, this

time of stripes and uniform cover. For some parameter values we also found

a rectangular wavenumber-locked gap pattern, formed by a regular array of

holes in an otherwise uniform vegetation cover, but we have not produced a

branch of this solution to be shown in Figure 5.5. The rectangular pattern

we refer to from now on is understood as a rectangular wavenumber-locked

spot pattern, formed by a regular array of vegetation spots in an otherwise

bare soil state. The two wavenumber-locked solutions presented here, the

stripe and rectangular patterns, as well as the wavenumber-locked gap pat-

tern, are clearly analogous to the solutions of the unforced system that is

able to produce spot, stripes and gap patterns, as seen in Subsection 2.2.3.
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Figure 5.5: Bifurcation graph of wavenumber-locked solutions of Equa-
tions (5.6). The horizontal axis indicates the control parameter p, and the
vertical axis is the L2-norm of the biomass field of the solutions. The black
and purple lines represent the bare soil solution and uniform cover solution,
respectively, and their stability ranges were calculated numerically using the
continuation method AUTO. The blue and green lines represent stable ranges
of the stripe and rectangular patterns, respectively, calculated from numeri-
cal integrations. Parameters: �f = 1.0, kf = 1.1k0.

5.6.1 Patterns outside their stability range

What happens when a patterned solution is taken out of its stability range?

Figure 5.6 shows the evolution of a stripe pattern for the precipitation rate

of p = 0.80. The biomass in the whole domain diminishes rapidly, and the

rectangular solution appears from defects on the left-most stripe, and spreads

to the right, finally dominating the whole system. The upper panels show the

evolution of the biomass, and the lower panels show the Fourier transform.

As the rectangular pattern takes over the system, we see the buildup of

four wavevectors, in addition to the two wavevectors that characterized the

stripe solution. The x component of these four wavevectors is half of the

forcing wavenumber, which characterizes a 2 : 1 resonance. The circle in blue

has a radius k0 = 0.143, which is a typical wavenumber of the system that

corresponds to the typical length of 1m. We see that the four wavevectors

are located inside this circle, because their norm is smaller than k0, which

means that the typical distance between patches is slighly larger than 1m.

This stems from the fact that the system has a wide band of stable modes,
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and the rectangular pattern can have di↵erent scales in the y direction, while

maintaining a 2 : 1 locking in the x direction.

Figure 5.6: Snapshots of the evolution of a stripe pattern calculated outside of
the stability region of its initial pattern. The upper panels show the biomass
on a 410 ⇥ 410 domain, and the lower panels depict the Fourier transform.
Parameters: p = 0.80, �f = 1.0, kf = 1.1k0.

Taking the rectangular pattern out of its stability range to higher precip-

itation rates, we see the opposite process, namely, the rectangular pattern

becomes a stripe pattern. Figure 5.7 shows the evolution of an initial condi-

tion of rectangular pattern for p = 1.10. The spots of the rectangular pattern

become elongated, until they touch and form continuous stripes. There ap-

pears to be no sign of significant decay in the overall biomass. In this process,

we see in the lower panels that the four wavevectors responsible for the rect-

angular pattern gradually disappear, leaving only the two wavevectors that

form the stripe pattern.

The two processes discussed above suggest that the stripe pattern and the

rectangular pattern behave very di↵erently when taken out of their stability

regions, for lower and higher precipitation rates, respectively. In order to

understand this di↵erence, we ran two series of simulations. The first series

had as initial condition the steady state achieved for the rectangular pattern

at the right edge of its stability range, at p = 0.91. The simulations ran for

di↵erent values of p > 0.91, in the range where the stripe pattern is stable.

The second series had the steady state stripe pattern as initial condition,
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Figure 5.7: Snapshots of the evolution of a rectangular pattern calculated
outside of the stability region of its initial pattern. The upper panels show
the biomass on a 199⇥ 262 domain, and the lower panels depict the Fourier
transform. As the pattern changes from rectangular to stripes, we see the
four wavevectors that sit on the border of the blue circle disappearing. Pa-
rameters: p = 1.10, �f = 1.0, kf = 1.1k0.

calculated at the left edge of its stability range, at p = 0.88. The simulations

ran for p < 0.88, in the range where the rectangular pattern is stable. The

results are shown in Figure 5.8. The top graph shows an inset of the bifurca-

tion graph shown in Figure 5.5, with ten points marked with letters from ‘a’

to ‘j’. The points a-e represent simulations that had as initial condition the

rightmost stable rectangular pattern from the rectangular branch (p = 0.91).

The points f-j represent simulations that had as initial condition the leftmost

stable stripe pattern from the stripe branch (p = 0.88). The bottom graph

shows the mean biomass (dimensionless) as a function of time, scaled back

to years to give a sense of how the dynamics evolves in real time (remember,

T is measured in years, while t is dimensionless). The green lines show the

evolution of points a-e, i.e., five simulations of the last stable rectangular

solution put outside the rectangular stability range. For all the simulations,

the mean biomass increases fast, and after a typical period of 10 years it

stabilizes. As seen in Figure 5.7, it takes about 40 years for the spots that

make up the rectangular pattern to merge. All five simulations shown ended

up as stripe patterns.
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Figure 5.8: Ten simulations of the rectangular and stripe patterns taken
out of their stability ranges. The figure on the top shows the points on
a bifurcation graph, for rectangular initial conditions (points a-e), and for
stripe initial conditions (points f-j). The bottom figure shows the evolution
of the mean biomass in time for these ten points.

The blue lines show the evolution of points f-j, which are simulations of

the last stable stripe solution, for decreasing values of p. For p = 0.84 the

mean biomass decreases monotonically, stabilizes, and at T ' 170 rises again

until it reaches a steady value at T ' 300 (not shown in the graph), where

the mean biomass corresponds to the rectangular pattern. The closest p is

to the bifurcation point p = 0.88, the slower the dynamics, because of the

very small eigenvalues associated with it. As the precipitation is decreased to

p = 0.82 and p = 0.80, we see the mean biomass falling to lower values, and
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reaching a rectangular steady state in shorter time scales. This is exactly

what we see in Figure 5.6, where the biomass plummets in almost the whole

domain, before the rectangular pattern starts to take over. For instance,

the simulation for p = 0.80 has a minimum mean biomass about 50% of the

value it eventually stabilizes to. The system e↵ectively collapses, and it takes

about 70 years for it to recover and be able to form the stable rectangular

pattern. The simulation for p = 0.79 has a collapse so thorough in most of the

system that the ensuing dynamics is a slow competition between a domain of

rectangular pattern that manages to survive and its bare soil surroundings.

This is the reason that this curve stabilizes at mean biomass values much

lower than expected for a full domain with a rectangular pattern. Although

the rectangular pattern is stable for precipitation values down to p = 0.75,

the stripe pattern is not able to converge to it from values of p = 0.78 and

lower, and the whole system collapses to the stable bare soil solution, where

it stays. Figure 5.9 shows snapshots of the evolution of the biomass for the

points ‘i’ (p = 0.79) and ‘j’ (p = 0.78).

Figure 5.9: The evolution of the biomass for a stripe pattern for precipitation
values p = 0.79 and p = 0.78. The stripes for p = 0.79 collapse, and are
succeeded by front dynamics between bare soil and rectangular pattern. For
p = 0.78 the stripe pattern completely collapses and the system arrives at
the bare soil solution as a steady state.

The results above show that a vegetation system planted with a 1 : 1

wavenumber locked stripe pattern can collapse in some regions, or even
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entirely, when precipitation rates decrease. The collapse can happen even

for precipitation values for which the system supports a productive state,

namely, the rectangular pattern. The rectangular pattern, when taken out

of its stability range towards higher precipitation values, is able to change

and transform into the stripe pattern, without any loss in total productiv-

ity, and at a relatively fast time scale. We conclude that the rectangular

pattern is therefore more resilient than the stripe pattern, when the system

undergoes climatic rainfall fluctuations.

5.6.2 Front dynamics

In Figure 5.5 we have shown that the stability branch of the rectangular

pattern ends at precipitation values of p = 0.75. When the precipitation

is only slightly decreased from this limit value, the whole vegetation pat-

tern collapses into the unproductive bare soil state. If precipitation is then

increased to its previous value, the system stays in the unproductive state,

making the transition irreversible. This is the basic scenario of a catastrophic

regime shift [81]. These abrupt regime shifts can also take place more to the

middle of a bistability range (in the example above for p > 0.75), but the

collapse can only happen in the unlikely case of global strong disturbances.

Within a bistability range, local strong disturbances are more probable,

and they can lead to another kind of regime shift. We have seen in Figure 5.9

that for p = 0.79 an initial small region of rectangular pattern expands into

the bare soil, and the two domains interact via a slow front dynamics. This

is the basic scenario of a gradual regime shift [55]: a global transition that

takes place by the expansion and coalescence of domains of alternative states

in a multi-stability range.

In order to understand what should be the preferred planting configura-

tions in the rehabilitation of an unproductive area, we should investigate the

dynamics of fronts between bistable solutions, and which precautions should

be taken to avoid an undesirable regime shift. For three multiple stability

regions, we mixed the solutions in space by forming fronts that are biasymp-

totic to two alternative stable states. We distinguish between two types of
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such fronts, “tangential fronts”, parallel to the forcing contours and “normal

fronts”, perpendicular to the forcing contours. We will now study each of

the three ranges separately.

The range 0.75 < p < 0.88

In the range 0.75 < p < 0.88, both the rectangular pattern and the bare soil

are stable. For precipitation value p = 0.80, we mixed these two solutions

in two ways, with tangential fronts along the y axis, and with normal fronts

along the x axis. The three panels on the top of Figure 5.10 show that the

tangential front is static, and there is no invasion. The spots that constitute

the tangential fronts grow at first, because they have more water available

from the bare soil region. The biomass growth stabilizes in a short time

scale, of about t = 20, and then slow dynamics ensues until steady state

is reached. The panels on the bottom of Figure 5.10 show that the normal

front is not static, and the vegetation is able to invade the bare soil state.

The simulation did not reach steady state, and the rightmost panel shows

the last calculated configuration. It seems that the vegetation is able to

invade by creating a solution di↵erent from the rectangular pattern, the 2 : 1

wavenumber locked stripe pattern. It is not clear whether the 2 : 1 stripes

in the middle will eventually split into spots, but in any case this did not

happen for time values up to 1600 years (t = 2000).

The range 0.88 < p < 0.91

In the range 0.88 < p < 0.91, we have three stable solutions, the rectangular

pattern, the stripe pattern and the bare soil state. We will now discuss the

dynamics of tangential and normal fronts for all three combinations of the

stable solutions, for p = 0.89.

Figure 5.11 shows tangential and normal fronts between the rectangular

pattern and the stripe pattern. The panels on the top show that steady state

is reached at t = 150 (according to a numerical convergence criterion), and we

can hardly see any change compared with the initial condition, therefore the
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Figure 5.10: Tangential and normal fronts of rectangular and bare soil solu-
tions, for p = 0.80. The forcing varies in the x (horizontal) direction. The
panels on the top indicate that the tangential front is static, while the panels
on the bottom show that vegetation can invade the bare soil solution from a
normal front.

tangential front is static. The panels on the bottom show that the rectangular

pattern invades the stripe pattern and ends up occupying the whole domain.

Figure 5.12 shows tangential and normal fronts between the rectangular

pattern and the bare soil solution. In both cases the rectangular pattern

invades the bare soil state. In the case of tangential fronts, the invasion is

in waves of activity, with little expansion between them. In each wave of

expansion the vegetation colonizes a new stripe region, where the infiltration

contrast is maximal, forming a stripe that can break up into small patches.

The last snapshot shows the steady state at t = 2180, and we identify that

most of the domain is occupied by the rectangular pattern, with a few ir-

regularities (parts of a stripe that could not split into smaller patches), and

also two stripes. As we saw above, for these parameters the stripe and rect-

angular pattern can coexist in tangential fronts. With regard to the normal

fronts, the expansion is much faster and orderly than in the case of tangential

fronts. Each patch of vegetation on the border is elongated and soon after

breaks up into small patches, and thus the invasion happens. In the time
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scale t ⇡ 400 the system is already fully occupied by vegetation patches,

and slow dynamics then takes place, where stripes break up and patches of

vegetation adjust themselves to the rectangular pattern. Although the last

snapshot at t = 5000 is still not the steady state, it is clear that the system

converges ever so slowly to the rectangular configuration. The waves of ac-

tivity in the case of tangential fronts are not clearly identifiable in the figure,

because we purposely chose to show snapshots that did show changes, and

we did not emphasize the long stretches of time when little happened to the

system. We also prepared a third simulation, with an island of rectangular

pattern surrounded by bare soil, as initial condition. The reader is invited

to flip through the top ‘ears’ of the pages of this dissertation, and a smooth

movie of the dynamics will unfold.

Figure 5.13 shows tangential and normal fronts between the stripe pattern

and the bare soil solution. Once again the expansion of vegetation in the

case of tangential fronts is in waves. The two stripes on the border of the

stripe pattern migrate in the direction of the bare soil, but they do not

split. We plotted red lines corresponding to the maximum of the forcing

for the last snapshot at t = 910, which is the steady state. We see that

the stripes sit roughly on the maximum of infiltration contrast, but there

is no clear periodicity. On the left and right sides of the domain, we find

stripes separated by one period of forcing, then a little to the center we see a

separation of two periods of forcing, and finally the two stripes in the center

are separated by four periods of forcing. The dynamics of the normal fronts

is much faster, and in the time scale t ⇡ 250 the whole domain is occupied

by patches of vegetation. The stripes tips expand rapidly in the direction of

the bare soil, and while they do so, they break up into patches. The breakup

into patches also a↵ects the part of the stripes that were initially further

from the bare soil. The vegetation patches move slowly and finally we see

that the steady state at t = 3830 has a rectangular configuration.
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Figure 5.11: Tangential and normal fronts of rectangular and stripe solutions,
for p = 0.89. The panels on the top indicate that the tangential front is static,
while the panels on the bottom show that the rectangular solution invades
the stripe pattern.

Figure 5.12: Tangential and normal fronts of rectangular and bare soil solu-
tions, for p = 0.89. In both cases the vegetation invades the bare soil region,
and the system converges to the rectangular pattern (albeit with some defects
and stripe regions in the case of tangential fronts).
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The range 0.91 < p < 1.00

In the range 0.91 < p < 1.00 there are two stable solutions, the stripe pattern

and the bare soil state. The stripes on the border of the tangential front

move in the direction of the bare soil, split, and end up occupying the whole

domain, but the steady state is not a 1 : 1 stripe solution. We plotted red

lines corresponding to the maximum of the forcing for the last snapshot, and

we see that the vegetation stripes sit roughly on the maximum of infiltration

contrast, but there is no clear periodicity. In the case of the normal front,

the stripe pattern rapidly invades the bare soil, and the steady state is a 1 : 1

stripe pattern.

General features

We have investigated separately the mixing of two bistable states with tan-

gential and normal fronts, but in general the front between domains of solu-

tions in nature contains both kinds of fronts. We have seen that the rectan-

gular pattern could always invade the stripe and bare soil solutions, for all

bistability regions. The bare soil solution was always invaded by vegetation.

These outcomes are significant for gradual regime shifts, because they indi-

cate that spatial periodic forcing is indeed an e↵ective procedure to reverse

desertification. In all bistability regions of bare soil and a vegetated state

(stripe and rectangular), we expect even a small patch of vegetation to grow

and slowly colonize the whole bare soil state.

5.7 Preventive measures

The results above are extremely relevant for guiding rehabilitation e↵orts.

When using periodic forcing methods such as the shikim technique, periodic

breaking of the soil crust as discussed here, or other methods, one should

take into account environmental changes, such as varying precipitation rates.

The results indicate that the rectangular pattern represents a more resilient

vegetation state than the usually preferred 1 : 1 stripe pattern, because it
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Figure 5.13: Tangential and normal fronts of stripe pattern and bare soil
solutions, for p = 0.89. In the case of tangential fronts, the stripes migrate
and the steady state consists of a stripe pattern with no clear periodicity.
When the front is normal, the steady state is a rectangular pattern.

Figure 5.14: Tangential and normal fronts of stripe pattern and bare soil
solutions, for p = 0.95. While in the case of normal fronts the steady state
is a 1 : 1 wavenumber locked stripe pattern, in the case of tangential fronts,
the steady state is a stripe pattern with no clear periodicity.
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is suitable for low precipitation values, and can easily adapt itself to stripe

patterns for higher p values. When planning the planting of vegetation using

spatial periodic forcing, one should prefer the rectangular pattern over the

stripe pattern, in order to avoid a great decrease in the system’s biomass,

or even a complete collapse to the bare soil state. The results also suggest

that preventive actions can be taken before the collapse of a stripe pattern

configuration. Near the tip of its stability range, a vegetation system with

a stripe pattern configuration should experience critical slowing down. This

slowing down can manifest itself in the increase of temporal autocorrelation

and variance [82, 83, 84], and in the skewness of time-series distributions [85].

When these signs can be identified, it would be advisable to remove part of

the biomass along the stripes, so it more resembles the stabler rectangular

configuration. The conversion of stripes into a rectangular pattern would not

mean a compromise in total productivity, because, although the vegetation

cover of the rectangular pattern is smaller, each vegetation patch reaches

higher biomass densities that those found on a stripe pattern. Figure 5.15

shows that the mean biomass of the rectangular pattern is slightly higher

than that of the stripe pattern, throughout their bistability range.

Figure 5.15: The mean biomass as a function of the precipitation rate, for the
rectangular and stripe patterns. Although the rectangular pattern appears
to have lower coverage, its total biomass is similar and even slightly higher
than that of stripes.
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5.8 Comparison with the SH model

In what ways are the simplified vegetation model and the parametrically

forced SH model similar? Can the resonant patterns in the vegetation system

be described qualitatively by the SH model?

Similarly to the parametrically forced SH model, the simplified vegetation

model also has 1 : 1 resonant stripes and 2 : 1 resonant rectangular solutions.

The rectangular pattern of the vegetation model is also able to adjust itself

to a wide range of forcing wavenumbers. Figure 5.16 shows four solutions,

with their respective Fourier transform. For kf = 0.70k0, the four wavevec-

tors responsible for the rectangular pattern sit on the border of a circle of

radius k0 = 0.143, and their component in the Qx direction is exactly kf/2.

We find two wavevectors with high absolute value of the Fourier transform

inside the blue circle, which represent the forcing, with k = ±kf x̂. There are

also other ‘weaker’ wavevectors outside the blue circle that are harmonics of

the six wavevectors discussed above. As kf is increased, the four ‘rectangular’

wavevectors become stronger and migrate on the border of the blue circle,

always maintaining their component in the x direction locked in a 2 : 1 res-

onance with the forcing. The two wavevectors located at ±kf x̂ also migrate

to the outer region on the blue circle. The wavevectors corresponding to the

harmonics are still present, but do not appear in the pictures presented.

The wavevectors k = ±kf x̂ that are present in the vegetation model’s

rectangular pattern are not seen in the SH model’s rectangular pattern.

These wavevectors make the vegetation’s rectangular pattern resemble a

hexagonal pattern. In fact, the vegetation model can exhibit hexagonal so-

lutions when no forcing is applied, while the SH model cannot. This is the

result of the fact that the SH model has an up-down symmetry, i.e., Equa-

tion (2.1) is invariant to the transformation u ! �u. A stripe pattern of

the SH model is unchanged with the inversion of u, but a hexagonal pattern

corresponding to spots would become another pattern, a hexagonal pattern

that corresponds to holes. A quadratic term of the kind �u2 can be added to

the SH model in order to break the up-down symmetry, and thus allow for

hexagonal patterns. The parametrically forced SH equation without up-down
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Figure 5.16: Four rectangular patterns calculated for di↵erent values of forc-
ing wavenumber. The upper panels show the biomass on a 200⇥200 domain,
and the lower panels depict the Fourier transform. The four wavevectors re-
sponsible for the rectangular pattern always sit on the border of the blue cir-
cle, whose radius is k0 = 0.143, while the two strong wavevectors k = ±kf x̂
can be found either inside or outside it. Parameters: p = 0.80, �f = 1.0.

symmetry reads

@tu = [✏+ � cos(kfx)] u+ �u2 � u3 � �r2 + k2
0

�2
u. (5.16)

In order to distinguish it from Equation (2.8) we will call Equation (5.16)

SH23, because it has both quadratic and cubic nonlinear terms.

Figure 5.17 shows two rectangular patterns and their Fourier transform,

for the parametrically forced SH23 equation (5.16), and for the simplified

vegetation model. As we can see, the Fourier transforms of both patterns

are very similar: both have four wavevectors that sit on a circle of radius

k0 (whose value is di↵erent for each model), and two wavevectors located

at k = ±kf x̂. Equation (5.16) seems more suitable for modeling real-life

systems that lack the up-down symmetry, and a detailed analysis of it, much

as was done in chapters 3 and 4 can shed light on the processes in play in

the vegetation model studied here.

Furthermore, although the vegetation model is much more complex than

the SH model, and we do not know if it has a Lyapunov functional, the front
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dynamics appears to behave as if it does. The rectangular pattern behaves as

if it has the lowest energy, and the bare soil the highest, in the precipitation

ranges of multiple stability. The fronts between multiple stable states were

simulated for a few points in a multi-dimensional parameter space. Because

we cannot write an energy functional for the vegetation model, it is hard to

generalize the results found in this chapter. A comprehensive study of the

energy functional of the solutions of the SH23 can help us understand the

front dynamics of the analogous solutions of the vegetation model.

Figure 5.17: Two rectangular patterns, and their Fourier transform. The
panels on the top correspond to a solution of the forced SH23 Equation (5.16),
and the panels on the bottom correspond to a solution of the forced simplified
vegetation model. Parameters for the panels on the top: ✏ = 0.1, � = 0.3,
� = 0.1, kf = 1.1k0, k0 = 1.0. Parameters for the panels on the bottom:
p = 0.80, kf = 1.1k0, k0 = 0.143.
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Conclusion

“The important thing in science is not so much to obtain new

facts as to discover new ways of thinking about them.”

– William Lawrence Bragg

In this dissertation we investigated the e↵ects of spatial periodic forcing

on pattern forming systems. We took the simplest system that undegoes a

finite wavenumber instability, the Swift-Hohenberg equation, and added to it

a parametric forcing term. We found that in one space dimension, the forcing

is able to bring forth wavenumber locked solutions, whose wavenumber k is

entrained by the forcing wavenumber kf in such a way that the relation

k = nkf is fixed. The forcing is always able to increase the stability region

of patterned solutions in the parameter space, even in regions below the

threshold of pattern formation of the unforced system (✏ < 0), provided that

a minimal forcing � strength is applied.

In two-dimensional domains, oblique and rectangular patterns exist and

are stable for a very wide range of forcing wavenumbers. These 2d patterns

dramatically change the stability range of stripe patterns, determining a

critical value ✏c below which the stripe solution is unstable in a range of

forcing strength �, even when kf equals the system’s natural wavenumber.

This seems counter-intuitive because näıvely we would expect the 1:1 forcing

to reinforce the stripe pattern, as in the 1d case. In 2d, though, the system
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can yield more easily to the forcing by responding in the orthogonal direction

through the growth of oblique modes that destabilize stripe patterns. We also

found that even when the forcing leaves the stripes linearly stable, the 1 : 1

stripes are displaced by the 2d patterns that the forcing induces.

In Chapter 5 we presented a simplified vegetation model for water-limited

systems. We introduced spatial forcing by a periodic modulation of the

infiltration contrast, which corresponds to a periodic removal of the soil crust.

In a 2d domain we found, besides the bare soil solution and the uniform cover

solution, wavenumber-locked solutions: a stripe pattern in a 1 : 1 resonance

and a rectangular solution in a 2 : 1 resonance. The rectangular pattern was

found to be more versatile than the usually preferred 1 : 1 stripe pattern,

because it is stable for lower precipitation values and can adjust itself easily

to a stripe pattern for higher values of p. On the other hand, the stripe

pattern, when taken out of its range of stability towards lower p values,

tends to collapse, and the transition to the rectangular pattern can be slow,

or not even happen. Simulations between bistable solutions showed that

the vegetation system behaves as if it had an energy functional, and the

rectangular pattern could always invade either the bare soil or the stripe

solution.

These findings indicate that in rehabilitation e↵orts of drylands by spa-

tial periodic water-harvesting techniques, the rectangular pattern should be

preferred to the usual 1 : 1 stripe pattern. Moreover, a preventive measure to

avoid the collapse of the whole system is the removal of part of the stripe’s

biomass, so the pattern resembles more the stabler rectangular pattern.

Future work should investigate the solutions of the Swift-Hohenberg equa-

tion with quadratic and cubic terms. This is a more generic pattern-forming

system, and it should better describe other systems in nature that lack the

up-down symmetry.

The mathematical approach to rehabilitation of drylands, and the recast-

ing of spatial periodic water-harvesting techniques as a parametric resonance

problem are still in their incipient stages. We hope that this work can be

used as a stepping stone to further development in the modeling of period-

ically forced vegetation systems, and of periodically forced pattern-forming
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systems in general.
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Appendix A

Semi-spectral method for PDEs

“An algorithm must be seen to be believed.”

– Donald Knuth

The semi-spectral method is extremely useful when working with reaction-

di↵usion systems, and with parabolic PDEs in general. This was the method

used to run all the simulations of the Swift-Hohenberg model in this thesis,

and it proved to be reliable and fast. The explanation below is a summary of

“Spectral algorithms for reaction-di↵usion equations”, by Richard V. Craster

and Roberto Sassi [86], with a step by step recipe, so the reader can easily

apply the method to any suitable problem.

A.1 The method

The semi-spectral transform method is very useful when we have to integrate

a system that evolves really slowly. Let us say we have a (parabolic) system

of the form:

ut = ✏u+ f(u) +Dr2u, (A.1)

where f(u) is a nonlinear function. First, we compute the Fourier transform

of (A.1):

ût = ✏û+ f̂(u)� k2Dû, (A.2)

where the hat denotes the Fourier transform.
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We rearrange (A.2) in the following way:

ût + aû = f̂(u), (A.3)

where a = �✏+ k2D, and now we make a variable substitution

v̂(k, t) = û(k, t) eat (A.4a)

v̂t = ûte
at + aû eat. (A.4b)

We multiply (A.3) by eat and we finally get

v̂t = eatf̂(u). (A.5)

We can now advance v̂ in time using a simple Euler step

v̂tn+1 = v̂tn +�t
⇣
eatn f̂(u)

⌘
. (A.6)

What we really want is û, which, according to (A.4a), is given by

ût
n+1 = v̂tn+1e�at

n+1 (A.7a)

= v̂tn+1e�at
ne�a�t (A.7b)

=
⇣
v̂tn +�t eatn f̂(u)

⌘
e�at

ne�a�t (A.7c)

=
⇣
v̂tne�at

n +�t���eatn f̂(u)⇠⇠⇠e�at
n

⌘
e�a�t (A.7d)

=
⇣
ût

n +�tf̂(u)
⌘
e�a�t. (A.7e)

There is actually no need to use the variable substitution in (A.4). We

now have an expression for ût
n+1 :

ût
n+1 =

⇣
ût

n +�tf̂(u)
⌘
e�a�t. (A.8)

Now it is time to go back from the Fourier space to the real space, and

for that we use an inverse Fourier transform

ut
n+1 = F�1[ût

n+1 ]. (A.9)
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A.2 Step by step

To implement this technique, one just has to follow the steps below:

1. Calculate the Fourier transform of u: û = F [u].

2. Have f(u) calculated and then take its Fourier transform: f̂(u) =

F [f(u)].

3. For a given lattice with N points, and �x being the distance between

them, make the frequency bin vector (matrix) k for your one (two)

dimensional system. In python the command would be

numpy.fft.fftfreq(N, dx). The frequency bin vector k looks like:

k = 2⇡ · ⇥0, 1, · · · , N2 � 1,�N
2 , · · · ,�1

⇤
/(N �x), if N is even;

k = 2⇡ · ⇥0, 1, · · · , N�1
2 ,�N�1

2 , · · · ,�1
⇤
/(N �x), if N is odd.

Remember that the domain size is given by L = N �x, which means

that the denominator in the expressions above can be written simply

as L. It is clear from that fact that �k, the tiniest slice of the Fourier

space is �k = 2⇡/L. Corollary: if you want to divide the Fourier space

into very many parts, simply have a huge domain.

If the system is two-dimensional, then have kx and ky calculated sepa-

rately. The domain might not be square (Lx 6= Ly), and you might want

to divide the domain into a di↵erent number of points (Nx 6= Ny).

Anyway, prepare one-dimensional arrays of kx and ky as explained

above, and then make an outer product of these arrays with a ones

array of length N , as following:

kx,2d =

0

BBBB@

1

1
...

1

1

CCCCA

⇣
kx1 kx2 . . . kxN

⌘
=

0

BBBB@

kx1 kx2 . . . kxN

kx1 kx2 . . . kxN
...

kx1 kx2 . . . kxN

1

CCCCA
(A.11)
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and

ky,2d =

0

BBBB@

kx1

kx2
...

kxN

1

CCCCA

⇣
1 1 . . . 1

⌘
=

0

BBBB@

ky1 ky1 ky1

ky2 ky2 . . . ky2
...

...
...

kyN kyN kyN

1

CCCCA
. (A.12)

Then factor e�a�t equals

e�a�t = e[✏�D(k2
x

+k2
y

)]�t,

where k2
x is the element-wise exponentiation of the 2d array kx,2d.

4. Now that we have all the factors we need, we simply calculate

ût
n+1 =

⇣
ût

n +�tf̂(u)
⌘
e[✏�D(k2

x

+k2
y

)]�t. (A.13)

5. We finally go back to the real space by applying the inverse Fourier

transform: ut
n+1 = F�1[ût

n+1 ].

A.3 Example

For the parametrically forced Swift-Hohenberg equation (2.8) we have

f(u) = �u3 + �u cos(kfx), a = ✏� �k0 � k2
x � k2

y

�2
. (A.14)
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ברזוננס   של.       2:1מלבנית נמוכים יותר לערכים משתרעת המלבנית התבנית

    , להסתגל       יכולה שהיא מכיוון הפסים תבנית מאשר גמישה יותר והיא משקעים

      ,   . היציבות   לאיזור מחוץ אותה מוציאים כאשר הפסים תבנית אקלים לשינויי בקלות

מערכת,           של כללית קריסה אפילו או חלקית לקריסה לגרום עלולה שלה

       , המתארים.   המצבים את לדחוק יכולה המלבנית התבנית לכך נוסף הצמחייה

.        , המדבור    תהליך להיפוך בנוגע משמעותית תוצאה וזו פסים ושל חשופה קרקע

     - מחזורי     שאילוץ משמע המלבנית התבנית ידי על חשופה קרקע מצב דחיקת

     , קטנים      יחסים צמחייה איזורי ואף הפיך להיות המדבור לתהליך גורם במרחב

"     . שינוי       נקראת זה מסוג תגובה התחום כל על ולשלוט לאט להתרחב יכולים

) " מצבים   של גדולים),   gradual regime shiftהדרגתי לשינויים בניגוד

) " קטסטרופיים  "  שינויים המאפיינים ).catastrophic shiftsופתאומיים

. שהוצגו,          ביותר החשובות התוצאות בסקירת החיבור את מסכמים אנחנו לבסוף

יכול            במרחב מחזורי אילוץ של כבעיה צמחייה מערכות שיקום של החדש ניסוחו

    . הסרת      היא אחת פרוצדורה מדבור נגד חשובים מניעתיים אמצעיים להניב

ברזוננס     פסים מפתרון היותר,       1:1צמחייה המלבני למצב יותר יידמה שהוא כדי

  . מאמינים,         אנחנו מתרחש סביבתי שינוי כאשר צמחייה קריסת למנוע וכך גמיש

פיסיקליות         ובמערכות תבניות שיוצרות פשוטות במערכות פרמטרי אילוץ שחקר

     . לאנליזה      מתאימות יותר פשוטות מערכות מאוד פורה להיות עשוי מורכבות יותר

 .        , חקר   מורכבות יותר מערכות על אור שופכות ותוצאותיה מורכבת יותר מתמטית

      ,   , שאפשר   חדשות כלליות שאלות לדרבן יכולות שני מצד מורכבות יותר מערכות

. פשוטות     יותר במערכות אותן לחקור

מפתח  ,מילות   ,   ,   , צמחייה:   תבניות פרמטרי אילוץ עצמי ארגון תבניות היווצרות

. אקולוגיות   מערכות שיקום



תקציר

שאילוץ           אופן באותו תבניות יוצרת מערכת לשעבד יכול במרחב מחזורי אילוץ

       . של     הגל מספר את לנעול יכול האילוץ מתנד לשעבד יכול בזמן מחזורי

ללשונות           הדומים איזורים בתוך האילוץ של הגל מספר של לשבר המערכת

  ,      , ליצור    וגם התבנית של המשרעת את להעצים האילוץ של הפרמטרים במישור

. הקריטי    לסף מתחת תבניות

פרמטרי           אילוץ עליהן שמופעל תבניות היוצרות מערכות נחקור אנחנו זה בחיבור

) -     ,  . הוהנברג  סוויפט משוואת את ניקח ראשית במרחב מחזורי

Swift-Hohenberg       ,(נייחים פתרונות שיוצרת מאוד פשוטה מערכת שהיא

לאילוץ.          מגיבות תבניות היוצרות מערכות איך להבין רוצים אנחנו ומחזוריים

        , שמספר  לאופנים אמפליטודה משוואות גוזרים אנחנו כך ולשם בכלל פרמטרי

    .     , מרחבי   שבמימד מוצאים אנחנו מימדים ובשני אחד במימד נעול שלהם הגל

במרחב,           התבניות של היציבות איזור את להגדיל מסוגל תמיד האילוץ אחד

הלא,          המערכת של תבניות היווצרות לסף שמתחת באיזורים אפילו הפרמטרים

      , - לאילוץ.   להגיב יכולה שהמערכת מוצאים אנחנו מימדי דו במרחב מאולצת

)   : -     - משופעות-  תבניות מימדיות דו תבניות של יצירה ידי על מימדי )obliqueהחד

מלבניות  ( בצורה).     rectangularותבניות להקטין יכולות האלה התבניות

     , של       הגל מספר כאשר אפילו פסים תבניות של היציבות טווח את דרמתית

     . כן       גם יציבות פסים תבניות המערכת של הטבעי הגל למספר שווה האילוץ

   ,    - האנרגיה   פונקציונל בגלל ומלבניות משופעות תבניות ידי על להידחק יכולות

. שלהן   יותר הנמוך

  . לקציר          שיטות מים מוגבלי באיזורים שניזוקה צמחייה של שיקום חוקרים גם אנחנו

      , במדרון     מחזוריות שוחות של בנייה לדוגמא אלה מערכות לשיקום משמשות מים

    .    , צחיחים,    באזורים וצמחייה היות מושתלים עצים ולאורכן נגר מי שצוברות ההר

     , המחזוריות    ההפרעות על לחשוב אפשר מחזוריות בתבניות להתארגן יכולה

   . מודל        מפתחים אנחנו תבניות יוצרת מערכת על המופעל במרחב מחזורי כאילוץ

      , את    שמדמה פרמטרי אילוץ לו ומכניסים מדברית לצמחייה מפושט מתמטי

       . עם    פתרונות של סוגים שני מוצאים אנחנו המחזורית ההפרעה של התפקיד

    : ברזוננס   פסים תבנית נעול גל , 1:1מספר ותבנית      האילוץ של הגל מספר עם



לשיפוט        הדוקטור עבודת הגשת עם המחקר תלמיד הצהרת

:(  ) :  / סמן    אנא בזאת ה מצהיר מטה החתום אני

     , מאת___      שקיבלתי ההדרכה עזרת להוציא בעצמי חיבורי את חיברתי

. ים/ מנחה

היותי___            מתקופת מחקרי פרי הינו זו בעבודה הנכלל המדעי החומר

. מחקר/  ת תלמיד

  , עזרה___           למעט אחרים עם שיתוף פרי שהוא מחקרי חומר נכלל בעבודה

       . תרומתי    על הצהרה בזאת מצורפת כך לפי ניסיונית בעבודה הנהוגה טכנית

.      , בהסכמתם   ומוגשת ידם על שאושרה למחקר שותפי ותרומת

                     / חתימה                           ה התלמיד שם תאריך



בהדרכת    נעשתה העבודה

מירון   אהוד פרופסור

לפיסיקה  במחלקה

הטבע   למדעי בפקולטה

 - בנגב  גוריון בן אוניברסיטת



תבניות  היווצרות

: מרחבי    אילוץ בעלות במערכות

צמחיה   לשיקום יישום

תואר        לקבלת הדרישות של חלקי מילוי לשם מחקר

" לפילוסופיה "  דוקטור

מאת

מאו  יאיר

 - בנגב    גוריון בן אוניברסיטת לסינאט הוגש

המנחה  אישור

 " קרייטמן        ש ע מתקדמים מחקר ללימודי הספר בית דיקן אישור
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